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Introduction 

The present thesis attempts to elaborate a grammatical, mainly syntactic, analysis of a cross-

linguistic phenomenon that is referred to as Adult Root Infinitive (ARI, following Etxpepare & 

Grohmann 2002), or alternatively, from a more general, pragmatically oriented perspective, as In-

credulity Response Construction (IRC, according to Lambrecht 1990). Although, intuitively, the latter 

terminology might seem more apt to capture the overall nature of the phenomenon under ex-

amination, for the time being I will adopt the designation ARI, which better suits the syntactic 

orientation of the present study. For the most part, the focus will lie on the English language, 

with occasional digressions into other languages to make explicit cross-linguistic commonalities 

as well as contrasts.  

 Based on the following example, let me make some few preliminary observations regarding 

the ARI.  

 
(1) Him read a book?!  

 

As becomes clear from the contextual embedding of (1), it is to be read as an incredulous and ex-

clamatory reply (orthographically signalled by the punctuation mark ‘?!’) to a previously uttered 

statement. In addition, it can be followed by an expression of doubt.   

 
(2)  I think John is in his room, reading a book. – Him read a book?! I don’t think so! (He only reads 

linguistic journals.) 
 

ARIs are interesting for their rather peculiar syntactic structure, as compared to other sentence 

types like declaratives, questions, or imperatives: they are non-finite main clauses1, a property that 

is (almost) exclusively reserved to subordinate clauses. Another, English-specific, idiosyncrasy of 

the ARI is that its subject is in the accusative case, rather than in the nominative, again something 

that is normally only found in subordinate clauses. 

 
(3)  a. HimACC read a book?! 
 b. INOM saw [himACC read a book].  
 c. INOM saw [that heNOM read a book]. 

 

It was in a seminar on functional syntax during the winter semester 2006/2007 that I first 

encountered the ARI, under its functionalist guise as Incredulity Response Construction. In his intro-

duction to cognitive grammar – the functionalist antithesis to formalist generative grammar2 –, 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 

 

1 To be precise, they are infinitival, which is only one instantiation of non-finiteness. 
2 It should be noted, however, that ‘cognitive grammar’ as well as ‘functionalism’ are mere cover terms for a variety 

of theories that can be broadly subsumed under ‘functionalism’, which is more of a theoretical persuasion than a 
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the linguist John Taylor (2002:568ff.) discusses the ARI as a syntactic structure exemplary of con-

structional idioms: in cognitive grammar, syntactic structures are not considered to be derivable 

from more general and basic principles, as assumed by generative theories, but rather they are 

themselves considered the basic syntactic objects3 – constructional schemas of varying idiomatic-

ity, which contain fixed elements and open slots that can be filled by lexical items compatible 

with the construction’s specifications. Thus, while the generative derivation of the ARI (cf. (4)) 

proceeds in a step-by-step execution of basic operations (here, i.e. the repeated combination of 

two objects to form a new object), the constructionist approach construes the ARI as a construc-

tional schema whose slots are filled according to the construction’s requirements (cf. (4)). 

 
(4) a. NP[a book] → VP[read NP[a book]] → S[NP[Him] VP[read NP[a book]]] 

b. [NPACC VINF NPACC] → [Him read a book] 
 

Taylor (2002:568) takes the idiosyncratic properties of a construction like the ARI, for instance its 

accusative subject, to indicate that constructions are not merely taxonomic epiphenomena re-

ducible to basic principles (cf. Chomsky 1989:43), but actually the primitive objects in syntax. The 

fact that the expression of incredulity associated with the ARI cannot be predicted from any gen-

eral intonational properties (such as the final raising intonation of the ARI) is evaluated as further 

support for the idiomaticity of the ARI (cf. Taylor 2002:569). Also, Taylor (2002:570) mentions 

cross-linguistic differences in the formal realisation of the ARI (or its equivalent), which are re-

garded as further counterevidence to the generalisable structural nature of the ARI (à la (4)). In 

German, for instance, the subject is nominative, and not accusative, the subject and the predicate 

are conjoined by the coordinator und ‘and’, and the order verb > object is reversed. 

 
(5) a. [NPNOM und NPACC VINF] 

b. Er und ein Buch lesen?! 
He-NOM and a-ACC book-ACC read-INF 
‘Him read a book?!’ 

 

It was those claims about the non-generalisability of the ARI that initially sparked my interest in 

it. What if it does comply with the ‘core grammar’ of English, in which case it would not be some 

peripheral, idiomatic construction, but rather a fully compositional syntactic structure? Accord-

ingly, while I was comparing the loci classici on the topic (i.e. Akmajian 1984 from a generative 

perspective, and Lambrecht 1990 from a constructionist point of view), it gradually occurred to 

me that the evidence put forward in favour of a constructionist (i.e. non-generalisable) approach 

to the ARI was not all that conclusive. Consequently, I grew a bit weary of the accounts of di-
                                                                                                                                                      

rigid linguistic framework. Also, linguistic theories are located along a continuum between the two poles of func-
tionalism and formalism, so that there actually is no clear dividing line between the two, if at all, an idealised one.  

3 To be precise, it was Construction Grammar (CG; cf. Fillmore et al. 1988) that elaborated the idea of construction-
ism in cognitive linguistics. 
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verse constructions based on scalar idiosyncrasy/idiomaticity, which even individualised transitive 

structures into a construction: [NPNOM Vtrans NPACC]. I wondered whether, instead of an unre-

stricted categorisation of syntactic structures into a seemingly arbitrary number of constructions 

(not only by theoretical linguists, but also by children acquiring language), a minimal algorithm 

that could abstract over practically any syntactic structure in a maximally general fashion (or, at 

least claims to be able to do so) would not be more adequate, both methodologically and empiri-

cally. As I dug deeper into the generativist literature that might shed light on a generative theory 

of the ARI – drawing from resources that actually covered more general domains of linguistic 

analysis, such as finiteness or child language acquisition, rather than the ARI itself –, I unexpect-

edly stumbled upon a number of quite recent works by the generative linguists Ricardo Etxepare 

and Kleanthes Grohmann, which were exclusively dedicated to the ARI in all its grammatical fac-

ets (cf. e.g. Etxepare & Grohmann 2005). This came as a surprise since I did not come across 

those works during my initial literature research on the topic, even though it was rather extensive. 

In the following, I encountered yet other mentions of the ARI each under a different name in 

various publications (cf. 2.1), and eventually realised that it must be due to its supposed peripher-

ality that authors are frequently not aware of each other’s work (with the notable exception of the 

loci classici referred to above). In the end, the collective findings derivable from those works were 

rich enough to serve as a theoretical foundation for an analysis of the ARI that does make use of 

the general principles provided in the generative theory of syntax. However, while a generalised 

analysis of the ARI, instead of a constructional one, seemed at least reasonable to me at that 

point4, a new problem arose as to the exact syntactic structure of the ARI within generative the-

ory. As it would turn out, this issue has actually received at least a minimum of attention (i.e. 

Progovac 2006, Etxepare & Grohmann 2002ff.), enabling a contrastive discussion of the differ-

ent options as to the schematic syntactic structure (not in the sense of constructionism) that are 

made available by generative syntactic theory. 

 Against this background, I have decided to pursue two broad hypotheses in the present 

study: The stronger, intertheoretical hypothesis is that a generative theory can grammatically de-

scribe the ARI at least as well as cognitive grammar does. The weaker, intratheoretical hypothesis 

is that the ARI forms a full, non-defective sentence, just like any other syntactic root structure corre-

sponding to a sentence type. In order to be able to approach these two issues, I proceed as fol-

lows.  

In chapter 1 (pp. 5-32), I will develop a framework of syntax that builds on the generative 
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
4 Incidentally, it should be pointed out that whereas it might be the case for the ARI that it can be structurally de-

scribed in a generalised fashion, this does not automatically extend to all the other constructions assumed in CG. 
However, since one paradigmatic opposition between the generative and the constructionist approach to syntax 
consists in the tension between full generalisability and scalar idiomaticity, respectively, it is a desirable inter-
theoretical research agenda for generative linguistics to attempt to provide generalised analyses of constructions. 

 3
 

 



     

theory of linguistic minimalism, as initiated by Noam Chomsky (1995), by way of selectively syn-

thesising the theorems relevant to the present study. More specifically, I will present a compact 

survey of the origin of linguistic minimalism (cf. 1.1), followed by an outline of the workings and 

architecture of minimalist syntax (cf. 1.2), including related phenomena not exclusively syntactic 

in nature (cf. 1.2.8ff.). It goes without saying that, for reasons of space, the theoretical introduc-

tion can only proceed on the surface of things, with many not uncontroversial assumptions pre-

supposed and left undiscussed. Where necessary, footnotes will provide relevant background in-

formation, alternative views, and other information considered helpful to the understanding of a 

given phenomenon. 

 In chapter 2 (pp. 32-63), I will critically survey three studies that have previously dealt with 

the ARI in chronological order (i.e. Akmajian 1984, Lambrecht 1900, and E&G 2002ff.), thus 

paving the way for my own analysis in chapter 3. According to the two working hypotheses for-

mulated above, I will not only argue against a constructionist approach to the ARI as it is pur-

ported by Lambrecht (1990) (cf. 2.3), but also critically examine the other two generativist works 

(Akmajian 1984 and E&G 2002ff.). It will turn out that, for historical reasons, Akmajian (1984) is 

too simplistic in his approach to the ARI (cf. 2.2), while the more recent works by Etxepare & 

Grohmann (e.g. 2005) treat the ARI too carelessly, developing a very intricate, but ultimately in-

adequate theory (cf. 2.3). I would like to emphasise that although I do not completely agree with 

the respective theoretical views advocated by any of those studies, I nonetheless consider many 

of their observations as to the grammar of the ARI invaluable (to varying degrees) in developing 

my own theory. 

 In chapter 3 (pp. 92-100), I will pick up the findings that have resulted from the survey in 

chapter 2, integrating them into my own theory by way of synthesis. More precisely, my analysis 

will proceed along four major issues concerning the ARI.  

  
(i)  Its textual status (Is it only one sentence, or does it consist of two clauses, comprising the 

expression of doubt following it?) (cf. 3.2).  
(ii) Its syntactic structure (Can the clausal structure underlying other sentences also be as-

sumed/motivated for the ARI?) (cf. 3.3).  
(iii)  Its non-finiteness (What does it mean for a structure to be finite, and how does this corre-

late with morphosyntactic properties?) (cf. 3.4).  
(iv) Its pragmaticosemantic status (Does the ARI contain illocutionary force?) (cf. 3.5).  

 
To put it more generally, I reject reductionist approaches that consider the ARI a defective struc-

ture deprived of certain properties deemed ‘regular’ (let alone a constructionist approach, which 

essentially views the ARI as a formal idiom), instead preferring a rich functional structure similar 

to that of other common root sentences. The proposal to analyse the ARI as an independent sen-

tence type falls out naturally from the discussion of (i)-(iv), and of the study as a whole, will be to 

propose an analysis of the ARI as a sentence type. 
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1 Linguistic minimalism: A synthesis 

1.1 The Minimalist Program 

 The minimalist approach to linguistics was first explicitly formulated in Chomsky (1995), 

The Minimalist Program, and is one of the most recent major revisions of the theory of generative 

linguistics, originally initiated by Noam Chomsky in 1957. What caused linguistic minimalism5 to 

emerge can be best understood by retracing the evolution of generative linguistics from its begin-

nings (1950s) to more recent times (1990s), along the major issues it had to face and the corre-

sponding solutions it produced. In the early days of generative linguistics, one issue took centre 

stage: how could a child possibly be able to learn language, apparently without any effort, given 

the impoverished and often defective linguistic input it is exposed to (i.e. the poverty of the 

stimulus problem). The behaviourist model of language learning, which was prevalent back then, 

posited that language was acquired on a stimulus/response basis (cf. Skinner 1957). This view 

was famously rejected by Chomsky (1959) in favour of a nativist model of language acquisition, 

thus initiating the cognitive turn in linguistics, and in psychology in general: the faculty of lan-

guage (FL) must be wired into the human mind/brain to some extent (internalist perspective; cf. 

Chomsky 1965), and cannot be exclusively acquired from the environment (externalist perspec-

tive). Since this conception of language entails that at least some of its properties should be the 

same in all humans (hence, Universal Grammar; cf. Chomsky 1965), a concrete theoretical imple-

mentation of the nativist hypothesis had to be devised, that would not only be able to explain the 

poverty of the stimulus problem, but could also capture the apparent syntactic variation in the 

languages of the world. The Principles and Parameters (P&P) theory (cf. Chomsky 1981) could 

do just this: it posited that humans are born with a fixed set of principles identical to every lan-

guage (e.g. one that requires every sentence to project a subject6), and a range of optional binary 

parameters that only gradually become fixed according to the linguistic input a child is exposed to 

(e.g. one that inter alia yields cross-linguistic word order differences like (S)VO vs. (S)OV7). As 

the syntactic variation of languages can thus be traced back to different parameter settings, the 

remaining formal contrasts are practically reduced to the individually variable morphology of a 

language, which, unlike syntactic structure, is not predictable from general principles8. Since its 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 

 

5 Note that, strictly speaking, it is common to refer to linguistic minimalism as a program (as indicated by the title of 
Chomsky 1995), and not a theory. This is because minimalism is still perceived of more as a research agenda, i.e. a 
program, rather than a homogenous, fully-fledged linguistic theory. Boeckx (2006:84-87) makes the distinction be-
tween theory and (research) program very clear, embedding it in a more general context of philosophy of science. 
In my view, the minimalist program has by now sufficiently matured as to be referred to as minimalist theory, 
which is why I will do so occasionally. Not much hinges on this decision.  

6 This principle is referred to as the Extended Projection Principle (EPP), first posited in Chomsky (1981). 
7 This is the Head Directionality Parameter (cf. Chomsky 1981). 
8 This is reflected in the notion of arbitrariness as it is implied in Saussure’s classic semiotic model: apart from minor 

exceptions, the morphophonological form of a word cannot be predicted from its meaning, but stands in an arbi-
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inception in the 1980s, the P&P theory has established itself as a foundational meta-theoretical 

framework for the variants of generative linguistics that have been developed until the present 

day (including linguistic minimalism)9.   

 As a reaction to the increasing complexity of the generative framework of the 1980s (i.e. 

the Government and Binding (GB) theory), Chomsky (1995) proposed to radically minimise gen-

erative linguistic theory, a move motivated by the stipulation that language is a perfect solution to 

requirements imposed on the mental grammar by other cognitive modules (i.e. interface condi-

tions), namely those of thought and speech. It is crucial to point out that the simplification was 

not simply a theoretical decision to get rid of the abundance of principles, constraints and condi-

tions that GB had piled up, but rather the minimisation of the theoretical apparatus, particularly 

of the language model itself, was taken to naturally reflect the (not uncontroversial10) reconception 

of language being optimally designed to meet the aforementioned interfaces conditions. In terms 

of scientific desiderata of adequacy, which pervade the evolution of generative theory (cf. Boeckx 

2006:17f.), the minimalist program is defined by different types of economy criteria: methodo-

logical and substantive economy. Methodological economy, which demands a parsimonious and 

simple theory11, ultimately mirrors the hypothesis that the FL itself, i.e. as a cognitive phenome-

non, is maximally economically designed, so that the grammar operates on a least effort strategy. 

The latter assumption is captured by the desideratum of substantive economy, which can be fur-

ther divided into representational economy (a minimal number of projections and levels of repre-

sentation for a derivation is preferable; cf. Chomsky 1989) and derivational economy (the short-

est steps and the fewest operations necessary to derive a sentence are preferable; cf. Chomsky 

1992). It is only logical that, recently, linguistic minimalism was enriched by a biological-

evolutionary dimension, which has always been more or less implicit to generative theory, charac-

terised by increasing collaborations with contiguous disciplines. This quasi-interdisciplinary ap-

proach to the nature of language has become known as biolinguistics (cf. Jenkins 2000, Boeckx & 

Grohmann 2007b).  

 In sum, then, since the P&P theory can in principle account for the poverty of the stimulus 

problem, meeting explanatory adequacy12, the task, with the advent of minimalism, was to evalu-

                                                                                                                                                      
trary, non-motivated relation with it. 

9 An excellent and accessible book that develops the argument that a hierarchy of parameters suffices to account for 
cross-linguistic syntactic variation, particularly for why certain configurations of basic word order are less probable, 
and thus less attested (e.g. OVS), is Baker (2001). For an account that relativises the role of parameters in cross-
linguistic variation, cf. Newmeyer (2005). 

10 Many of today’s generativists have stuck to the GB framework to some degree, often even rejecting the perfect 
design hypothesis (prominent examples include Frederick Newmeyer; cf. e.g. Newmeyer 2004).  

11 This meta-principle is referred to as Occam’s Razor (Occam was a 14th century English logician). It could be in-
formally rephrased as “more is worse, fewer is better” (Hornstein 2001:5).  

12 It can explain how children are able to acquire language. This shift in perspective is manifest in the programmatic 
title of Chomsky (2005), Beyond Explanatory Adequacy. 
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ate which of the many possible theories principally in accordance with the P&P framework were 

to prefer as a model of the FL. Chomskyan (i.e. mainstream) generative linguistics adopted a his-

torically established scientific axiom that Boeckx (2006:ch. 4) dubs the Galilean style in science (also 

cf. Hinzen 2006), which revolves around notions like economy, parsimony, and perfectness. 

 To make things concrete, in the following I would like to sketch the minimalist model of 

the FL as well as the principles and conditions that define it. The central task of generative lin-

guistics has always been to construe a formal(ised) model of the linguistic competence of an ideal 

native speaker13 (cf. e.g. Chomsky 1965 for an original discussion). The notion of competence re-

fers to the tacit, i.e. subconscious, knowledge that a speaker has internalised when he ‘knows’ a 

language. Performance, on the other hand, refers to the actual use of this knowledge in concrete 

situations of speech, which is why performance is subject to psycholinguistic inquiry rather than 

theoretical linguistics. As in the performance of language14 a number of other factors not related 

to grammatical competence itself can interfere with the knowledge of language (and normally 

does so), performance is considered an “imperfect reflection of competence” (Radford 

2006:11)15. The distinction between competence and performance is probably one of the, if not 

the, most controversial theorem of generative linguistics; however, the critical discourse in linguis-

tics whether the dichotomy is justified or not is located at a level of abstraction that is (as I see it) 

for the most part defined by ideological (and often dogmatic) preconceptions, rather than logical 

and empirical reasoning. In any case, I do not intend to pursue this particular matter here, but 

presuppose such a distinction.  

 This outline of what it really is that a generative linguistic theory models, i.e. competence, 

yields the following rough architecture of the grammar module.  

 

 
Fig. 1: Model of grammar 

 

Formalised in a more rigorous and detailed fashion, the sketch in Fig. 1 is mapped onto the so-

called Y-model, which could be diagrammatically represented as follows (i.e. a more explicit syn-

thesis of Chomsky 1995ff.).  

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
13 For convenience, I take speaker to also include the notion of hearer/addressee. 
14 Psycholinguistically, performance refers to the processing of speech, i.e. its production by the speaker, as well as its 

comprehension by the hearer (or: articulation and perception). 
15 This is by no means meant to be derogatory. A classic example which is commonly cited to illustrate the interfer-

ing potential of other factors in the performance of speech is drunkenness, which is a cognitive (neurochemical) 
state that supersedes the competence, thus resulting in slurry speech. 
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Fig. 2: Minimalist model of the FL 

 

The grammar (competence, FL) interfaces with the performance systems of thought16 and speech 

(the conceptual-intentional17 system C-I and the articulatory-perceptual system A-P, respectively). 

The grammar itself consists of a mental lexicon LEX and a computational system specific to the 

human language CHL (narrow syntax). The computation of an expression EXP is initiated by the 

operation Select, whereby a lexical numeration NUM that itself consists of the lexical items LI 

necessary to compute a given EXP is selected by CHL. The derivation of EXP proceeds incremen-

tally, from bottom to top (in terms of hierarchical syntactic tree structure), by a repeated applica-

tion of the fundamental operation Merge (the combination of an element A and an element B 

that yields another element C; cf. Chomsky 1995), but constrained by the principles and condi-

tions of UG. Then, at one point in the derivation, which is referred to as Spell-Out18, after the 

application of a small set of operations considered conceptually necessary (Merge, Move, Agree, 

and feature-checking, itself no operation proper; cf. 1.2), the derivation splits into a semantic part  

and a phonological part, each one being sent off to the corresponding interface for interpreta-

tion19. The levels of representation at which those parts are interpreted at the interfaces are the 

logical form LF (the semantic representation) and the phonological form PF (the phonological 

representation) of the computed EXP20. 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 

 

16 Actually, it is far from clear that there is only one meaning-related component interfacing with the grammar. An-
other candidate apart from the semantic (sensu stricto) module would be a component related to pragmatic meaning 
(information structure, contextual information, etc.).  

17 The technical notion of intentional(ity) refers to the mind/mental, as opposed to the body/physical. It should thus 
be kept apart from the ultimately related pragmatic notion of intentionality, i.e. something along the lines of 
‘planned’. 

18 This technical notion is not to be confused with the actual spelling out of an EXP. Rather, it demarcates the point 
in a derivation when the stage of a derivation is achieved that is necessary for the phonetic articulation of EXP by 
A-P. The conception behind Spell-Out is that operations may still apply covertly (e.g. covert movement) after Spell-
Out to comply with requirements imposed on an EXP by the semantic system C-I (cf. Fig. 2).  

19 Again, interpretation, in this context, is a technical term, roughly translatable as the assignment of an interpretation 
to a derivational output by the C-I and A-P systems at the interfaces, irrespective of performance aspects, i.e. 
whether an expression is produced/articulated or whether it is parsed/perceived.  

20 As mentioned in fn. 18, operations can still occur covertly after Spell-Out, on the way to LF (i.e. invisible to PF). 
For example, it is assumed that interrogative wh-phrases must be at a high position in a syntactic tree at LF to be 
properly interpreted (this assumption is motivated by semantic scope phenomena). Accordingly, in languages 
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 Returning once more to the dichotomy of competence vs. performance, it is imperative to 

emphasise that generative grammars constitute consistently formalised models of how the cogni-

tive knowledge of language (the competence, the UG, FL) might be structured. Ideally, what such 

a model can and should achieve is to mirror how the competence is actually constituted in the 

mind/brain (descriptive adequacy)21. Of course, there is no such thing as actual tree-building go-

ing on in the mind/brain, but rather, the logicostructural relations expressed by syntactic trees 

(phrase structure, constituency) reflect a cognitive state/a neuronal network. As a directly related 

matter, a common misconception of linguists not acquainted with generativism is that of compe-

tence being a dynamic, temporal model (i.e. one of performance); quite the contrary, competence 

is to be better conceived of as static knowledge (i.e. a state of knowledge, which is obviously sub-

ject to temporal change, though) that is only accessed by performance systems. Accordingly, the 

notions of derivation or computation (and other related concepts like movement, selection, etc.) 

are ultimately figurative devices that merely simulate a dynamic process, in order to derive incre-

mentally (in a step-by-step fashion) what we know22. Logically, no other analogy but a dynamic 

(entailing temporal) one could be devised to model the linguistic knowledge underlying an utter-

ance. Despite the risk of redundancy, the argument can be informally paraphrased as follows: A 

theoretical linguist (let alone a layman) would simply not be capable of providing an instant struc-

tural description of an EXP, but inevitably, she must reconstruct it incrementally. This need of 

reconstruction, in turn, reflects the very fact that our knowledge (of language) is tacit, i.e. that it is 

not consciously accessible. Thus, linguists must employ the reconstructive pseudo-dynamic de-

vices described above in order to construct a model that can describe (generate) the structure of 

an EXP. The operation of movement23, for instance, does not really involve a dynamic displace-

ment of a given constituent, but rather, a constituent is deleted from the structure and a copy of 

it is reinserted at a new position24. Similarly, the operation Select does not imply that the syntax 

dynamically selects LIs from the lexicon to produce a NUM, but rather, it is a formalisation of 
                                                                                                                                                      

where the wh-expression remains in its canonical declarative position (in situ), e.g. in Chinese, the expression cov-
ertly moves to the same position as wh-phrases in English do overtly, before Spell-Out (cf. fn. 18, 23). The as-
sumed discrepancy between the overt position of an element and a possible different position of semantic inter-
pretation (i.e. the so-called displacement property of FL) is one of the major distinctive criteria of generative lin-
guistics as opposed to other theories.  

21 Which is the definition of a model in general. 
22 In this respect, it is worth mentioning that generative linguists do not grow tired of clearing up another common 

misunderstanding: the notion generative (as in generative grammar) is a technical term borrowed from mathematical 
theory, and simply means ‘explicit’. Of course, the fact that a grammar can be construed as indeed generating ex-
pressions does not help to make this clear. 

23 Move is an operation that has always been central to generative syntax. A well-known instance of movement oc-
curs in the derivation of questions (in English), where the wh-constituent is supposed to originate in the position 
its argumental counterpart would have in a corresponding declarative (movement is indicated by strikethrough, 
and additional indices, if necessary; here, in (i), the additional mechanism of do-support is induced). 

 
  (i) John likes who? > Who does John like who. 
 
24 This is what Chomsky (2001) refers to as internal Merge, as opposed to external Merge (defined above in the text). 
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the fact that a definite set of LIs is needed to compute an expression out of them25. From a psy-

cholinguistic perspective, speech production might be very tentatively described as follows, on 

the basis of the architecture of the grammar sketched in Fig. 2: First, a pre-propositional 

thought26 formed in the C-I system somehow accesses the linguistic knowledge (grammar), which 

produces a meaningful propositional representation (LF) as well as a phonological representation 

(PF) that can be uttered. 

 With the foundational architecture and concepts in place, the next section will make ex-

plicit what exactly happens in the course of a derivation. 

 

1.2 Minimalist syntax 

1.2.1 Features 

Ever since the inception of linguistic minimalism in Chomsky (1995), the concept of features and 

the role they play in the derivation of an EXP are central. Features are the most primitive linguis-

tic objects in that they are the building blocks of LIs (hence, LIs are feature bundles). In minimal-

ist syntax (e.g. Adger 2003), three basic types of features are assumed: semantic features (specify-

ing LIs for semantic concepts like animacy), phonological features (which determine how a LI is 

eventually spelled out), and formal morphosyntactic features (F). It is the latter that are relevant 

to a syntactic derivation, while the former both receive attention in studies of the interfaces (i.e. 

the syntax-semantics and syntax-phonology interface, respectively), rather than in studies of nar-

row syntax. For maximal explicitness, I adopt a feature class approach that uses a [F:val(ue)] nota-

tion (or, [F] in the case of categorial features; cf. below)27. Where appropriate, the whole feature 

complex [F:val] is abbreviated to simply [val].  

 There are basically four different types of formal features: The categorial features [N], [V], 

[A], and [P] identify LIs as belonging to a particular class (and ultimately, to what kind of onto-

logical entity they refer). The traditional nominal features [PERS(ON):1/2/3], [NUM(BER):SG/PL], 

and [GEND(ER):MASC/FEM] are collectively construed as φ-features (phi features)28. The struc-

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
25 What really happens psychologically in the selection of lexical items and the computation of sentences, as well as in 

sentence processing in general, is dealt with in psycholinguistic generative research that tries to construct a per-
formance model of language (cf. Weinberg 2001, Levelt 1989).   

26 It goes without saying that the nature of the pre-propositional thought and how it interfaces with the grammar (or 
any other component of the mind) remains a mystery in scientific inquiry as yet. One might tentatively conjecture 
that it is a representation of rudimentary information like ‘who did what to whom’, with additional information 
about time or attitude. 

27 Actually, this is a rather conservative choice, albeit descriptively advantageous. Adger (2003), for instance, argues 
for a privative feature approach that reduces the quantity of features by assuming a default for a given unmarked 
value (as to number, e.g., [num:SG] receives the zero notation [ ]). Another possible approach involves binary fea-
tures ([num:SG] is [+SG, -PL], etc.). An in-depth discussion of feature theory from a minimalist perspective can 
be found in Adger (2006, 2007b). 

28 For theoretical reasons (cf. Chomsky 1995), the φ-features are sometimes construed as a set of features that has a 
primitive status itself, instead of each φ-feature (gender, number, person) being treated independently. 
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tural case features [case:NOM/ACC/GEN] are only visible in the English pronoun system (cf. 

he, him and his), but nonetheless every N(P) is assumed to be case-marked. Features related to 

properties expressed by the inflectional morphology of verbs are notated as [Infl(ection): 

PAST/PRES(ENT)/FUT(URE)/ INF(INITIVE)/…], where [Infl] is meant as a cover label for 

TAM29-related categories, often made explicit as e.g. a tense feature [Tns:PRES/FUT/PAST].  

 A dimension along which the different feature types vary is their status of interpretability. 

Accordingly, formal features are differentiated into interpretable ones ([iF]30) and uninterpretable 

ones ([uF]). Case features, for instance, are thought to not contribute any semantic meaning to a 

LI31, which is why they are assumed to be uninterpretable (i.e. [ucase]). The interpretability of the 

other types of features (categorial, φ, and inflectional), on the other hand, depends on which 

constituent they appear on: φ-features, for example, are only interpretable on an argumental NP 

(e.g. John carries [φ:3/SG/MASC], which encodes that John is no participant of the speech event, 

that he refers to only one entity, and that he is of male gender), while the same φ-features are 

uninterpretable on a corresponding verb (e.g. (John) drinks carries [uφ:3/SG/MASC], the values of 

which it has received from John; cf. below on valuation), where they mark subject-verb agreement 

(SVA), a purely formal phenomenon that establishes a grammatical dependency between two 

constituents. Categorial features come in two flavours as well: the uninterpretable ones are 

referred to as c(ategorial)-selectional features32, and have to be somehow matched with 

corresponding interpretable features. This matching is instantiated by feature checking (cf. 

Chomsky 1995), which assures that a given element carrying a c-selectional [uF] is combined with 

its complement (or any other obligatory element) carrying a matching interpretable feature [F]. 

 Feature checking occurs under sisterhood (cf. Adger 2003:85): An uninterpretable 

c-selectional feature [uF] on a syntactic object Y is checked (and deleted; marked by 

strikethrough) when Y is sister to another syntactic object Z which bears a matching feature F.  

 
(1)  

 
 

A typical instance of feature checking occurs between a transitive verb and its direct object. The 

verb carries a [uN] feature that expresses its need for a complement of the category [N]. Thus, 

when the verb and its direct object N(P) are merged, the features check, and the [uN] deletes 

(strikethrough). 
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
29 Tense, aspect and modality. 
30 From here on generally abbreviated to simply [F:], as opposed to [uF:]. 
31 This is no uncontroversial assumption. Although the semantics of case may be hard to pin down, there have been 

several proposals in generative theory that case does carry a meaning, probably one related to event structure 
(roughly, i.e. aspect). Cf. Travis (to appear). 

32 What is traditionally termed subcategorisation, or, simply, selection. 
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(2)  

 
 
 Another feature property that triggers checking is feature strength: Chomsky (1995) argues 

that certain uninterpretable features vary cross-linguistically in whether they are strong ([uF*]) or 

weak ([uF])33. It is stipulated that strong features, which require to be checked locally (i.e. in a 

Spec-head relation as in (1)), are the driving force behind the operation of movement: a strong 

feature [uF*] scans its c-commanding domain34 for the closest matching feature [F], attracting it 

into its specifier to be checked (short notation: [uF*]…[F] > [F]i+[uF*]…[F]i, where ‘…’ denotes 

a c-command relation, and double strikethrough marks movement)35. The connection between 

strong features and movement will become more clear in the course of the following sections. 

 How do case, inflectional, and φ-features check? Being relevant to the inflectional domain 

(cf. agreement, verb inflection), these features require a mechanism involving a transmission of 

features, rather than the pure feature checking (involving c-selectional features, as described 

above) that is employed above all in the VP to derive argument structure (cf. (2)). To this 

purpose, Chomsky (1999ff.) introduces the operation of feature valuation: an unvalued formal 

feature [uF:] receives a value from another valued feature [(u)F:val]. The valuation of [uF:] also 

entails checking and deletion [uF:val], the difference between valuation and checking proper 

being that valuation need not take place locally, under sisterhood (cf. (1)), but may also occur at a 

distance (i.e. checking in situ). However, valuation cannot occur in just any configuration but is 

restricted to a particular relation of c-command, metaphorically captured by the probe/goal 

theory: Essentially, a probe is a constituent, which still has an unvalued, uninterpretable feature 

[uF:] in its feature matrix (in which case it is said to be active). To receive a value for this feature, 

it searches for the closest matching36 goal [(u)F:val] in its c-commanding domain. Upon finding it, 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
33 Not wanting to jump ahead, I refer to interrogative wh-expressions as an example, which move to the front of a 

question in English, checking a strong feature (e.g. [*uwh]), but which remain in situ (i.e. do not move) in languages 
like Chinese, where the interrogative feature is weak (i.e. [uwh]), so that movement would only occur covertly (cf. 
fns. 18, 20). 

34 C-command approximately refers to the semantic relation of scope. This means that an element A c-commands B 
iff B is either A’s sister, or contained in A’s sister. 

35 Evidently, strong features are a mere formalisation of the process it is assumed to trigger (namely movement), thus 
lacking real explanatory value. Chomsky (1995:233) himself states: “[F]ormulation of strength […] is a restatement 
of the basic property, not a true explanation”. The strength of features in the inflectional domain (cf. 1.2.5) seems 
to be correlative to the richness of (inflectional) morphology of a given language. Cf. Lasnik (1999) for a good dis-
cussion of the concept of strength. 

36 Matching, as employed here, does not necessarily presuppose strict identity of the feature type on the probe and 
the goal. It is, for instance, possible for an unvalued inflectional goal [uInfl:] on a verb to be valued by different 
probes, e.g. [Tns:val], [Perf:val], or [Asp:val]. Relationships of this kind must be stated (or even derived) independ-
ently.  
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the two constituents, the probe and the goal, not only match the values for the probe feature that 

initiated the search, but as a side effect may also complete other possible unvalued features ([uF1:, 

(u)F2:val]…[(u)F1:val, uF2:] > [uF1:val, (u)F2:val]…[(u)F1:val, uF2:val]). Once a constituent is 

F-complete (feature-complete), it becomes inactive, and cannot function as a probe anymore. 

(‘v’ represents a probe; for ease of exposition, the following exemplary probe John is a valued 

[F:val], instead of an unvalued [uF:]; for a revised version conforming to the above definition of a 

proper probe-goal relation, cf. (17)). 

 
(3) a. John[φ:3/SG/MASC]-- vT ---------------------play[uφ:] 

 b. John[φ:3/SG/MASC]------------ vT -----------play[uφ:] 
 c. John[φ:3/SG/MASC]----------------------- vT play[uφ:3/SG] 
 d. John[φ:3/SG/MASC]----------------------- vT plays[uφ:3/SG] 

 

Feature valuation, the unification of the features on two syntactic objects, is referred to as Agree, 

ultimately a formalisation of the traditional notion of agreement (cf. 1.2.5 on SVA)37. 

 The conceptual motivation behind feature checking is the condition of Full Interpretation, 

which requires that no unchecked/undeleted [uF] reach LF, because the semantic system C-I 

cannot handle an uninterpretable [uF] (e.g. an undeleted [ucase:NOM]). Similarly, unvalued fea-

tures [uF:] are required to be valued before they reach PF to be able to be spelled out by A-P (e.g. 

a pronoun lacking a case value cannot be spelled out)38. Thus, all [uF]’s have to be checked (either 

by pure checking, or valuation) and subsequently deleted before Spell-Out39, i.e. before the pho-

nologically relevant features are stripped off the derivation and sent to PF, while the remainder 

proceeds to LF, otherwise an undeleted [uF] reaching LF would lead the derivation to crash40.  

 How the different types of features and the configurations into which they enter push a 

derivation ahead will become more explicit in the following discussion of the different syntactic 

categories involved in the computation of an EXP. 

 

 

1.2.2 Functional categories 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
37 A desirable consequence of the valuation approach is that e.g. case can now be assigned derivationally, instead of 

NPs being already marked for case when selected from LEX, as it was often assumed before.   
38 “[T]here is a principle of Full Interpretation (FI) that requires that every element of PF and LF, taken to be the 

interface of syntax (in the broad sense) with systems of language use, must receive an appropriate interpretation” 
(Chomsky 1986a:88). 

39 Formulated as the Checking Requirement (cf. Adger 2003:85). 
40 In contrast, several rescue (including default) mechanisms are assumed for unvalued features reaching PF. Also, 

strictly speaking, there is a distinction between the deletion and the ultimate erasure of a [uF]: a deleted [uF], e.g. 
[ucase:NOM], actually remains visible since it must still be readable to A-P in order to be spelled out (e.g. he vs. 
him), but a [uF] must be covertly erased (i.e. made invisible) after Spell-Out in order to be invisible to C-I, which 
cannot read visible (including deleted) [uF]’s. 

  Incidentally, what Full Interpretation demonstrates is that the grammar is thought to be constrained by out-
put conditions imposed on it by external components (cf. 1.1). 
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Before I proceed to give an overview of the parts that make up clausal syntax, I have to address a 

concept that has received considerable attention in generative linguistics for the last two decades, 

though not always favourably: functional categories (or, functional projections). Functional cate-

gories essentially correspond to what is traditionally known as function words/grammatical 

words, which form closed classes and have abstract meaning (unlike lexical categories, which 

have concrete, descriptive semantic content, and form open classes). Accordingly, to prevent 

misunderstandings, in the present study the attribute ‘functional’ ascribed to a category does not 

reflect the paradigmatic theorem of functionalist linguistics, where axiomatically the function of 

language – its use in communication – has theoretical-logical primacy, but rather the abstract-

grammatical syntactic representation that ultimately enables a semanticopragmatic function (e.g. 

the functional category T(ense) eventually enables a speaker-hearer to locate an event in time rela-

tive to a speech time).  

 In earlier generative linguistics (pre-1980s), it was assumed that only the lexical categories 

N, P, A, and V project phrases (according to X’-theory41). To my knowledge, the earliest example 

of a quasi-functional category dates back to generative theory of the late 1970s. At this stage, a 

category AUX(iliary), which was assumed to carry verb-inflectional information (e.g. Tense) and 

to host auxiliaries, was dissociated from V(P), thus revising the previous phrase-structural repre-

sentation of a (transitive) sentence, S → NP VP NP, to S → NP AUX VP NP. Since then, vari-

ous functional projections have been added to the syntactic repertoire, the most prominent ones 

being C (complementisers introducing a subordinate clause, e.g. that), I(nfl) (the successor of 

AUX), or D (determiners), to which I turn next. 

 

1.2.3 The nominal domain: DP 

Since the internal structure of nominal constituents will at best be marginally relevant to the pre-

sent study, I will only provide a rough sketch of how the traditional NP was reanalysed as a de-

terminer phrase (DP). Instead of having a determiner like the specify an NP (i.e. [D [NP]]), Abney 

(1987) posited that NPs are really complements to a determiner D, forming a DP. 

 
(4)  

 
 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
41 First posited in Chomsky (1970) and considerably elaborated in Jackendoff (1977). According to X’-theory (read: 

X-bar theory), every lexical item (head) X (in English) projects a specifier (Spec) position to its left and a comple-
ment to its right (in linear terms), which gives the following X’-schema of a phrase XP: XP[Spec X’[X [Compl]]] (e.g. 
[a [man [of honour]]]). For convenience, if the specifier position is unoccupied, it may be omitted: XP[X [Compl]] 
(e.g. [men [of honour]]). 
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Determiners are functional elements that specify the existential interpretation of their NP com-

plements along the lines of concepts like definiteness, specificity, genericity, and quantification. 

They comprise articles (the, a, etc.), demonstrative pronouns (this, those, etc.), quantifiers (each, all, 

every, etc.), and, crucially, null (phonetically empty) determiners, the assumption of which founded 

the DP hypothesis. The empirical benefit to be gained from this reconception of the NP is a uni-

form analysis of a whole range of nominals that appear to be syntactically different on the sur-

face, including bare plurals and proper names. The indefinite plural determiner in languages like 

French (i.e. des) lends support to a structurally identical analysis of the corresponding English 

nominals, which are headed by a null D0. 

 
(5) a. I read DP[D0 NP[books]]. 
 b. Je lis DP[des NP[livres]].  

I read D-PL-INDEF books 
 

Similarly, the assumption of other types of null Ds makes it possible to assign the same structural 

representation to mass nouns and proper nouns. As a consequence of adopting the DP hypothe-

sis, the c-selectional feature [uN] has to be reanalysed as [uD] (and likewise, [N] as [D], etc.)42. 

 

1.2.4 The verbal domain: vP 

Although the modern verb phrase has seen considerate modifications since the late 1980s, its re-

fined structure is not immediately relevant to the analysis of the ARI either. The reason for this 

lies in the reconception of the traditional VP as the domain where argument structure is com-

puted, while it is the inflectional domain above VP that is central to the understanding of root non-

finiteness as a basically inflection-related phenomenon. Nonetheless, I will sketch the observa-

tions that eventually triggered the reanalysis of the VP, because the remodelling of the VP has 

proven to be analogously extensible to other syntactic domains as well (e.g. to the nominal do-

main; cf. fn. 42). 

 The Uniformity of Theta-Assignment Hypothesis (UTAH; cf. Baker 1988, 1997) posits 

that the argument structure of any predicate (be it intransitive, monotransitive, or ditransitive) can 

be uniformly represented by isomorphically linking each specific syntactic argument position 

within a verb phrase with a unique θ-role43. This assumption presupposes the VP-Internal Subject 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
42 Evidently, this is only an extremely condensed outline of the DP hypothesis; actually, the nominal domain has re-

ceived major attention in generative linguistics ever since Abney (1987). Two hypotheses are particularly worth 
mentioning: for one, that DPs contain a thematic-argumental nP (light noun phrase; cf. 1.2.4 below for a corre-
sponding discussion of a light verb phrase vP in the verbal domain), and that it exhibits a functionally rich struc-
ture, paralleling that of the clausal domain (e.g. nominal definiteness ≈ clausal-verbal finiteness). For an excellent, 
comprehensive overview, cf. Alexiadou et al. (2007). 

43 Although often used interchangeably, syntactic θ-roles (theta roles), which encode the semantic relation between 
event participants (encoded by argumental DPs) and an event (denoted by V) are, sensu stricto, distinct from the-
matic roles, which are purely semantic primitives.  
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Hypothesis (VPISH; cf. e.g. Koopman & Sportiche 1991), according to which all arguments, in-

cluding the subject argument (the external argument), are base-generated within the verb phrase.  

 
(6)  

 
 

As a consequence, the structural definition of Agent and Theme44 can be captured by the follow-

ing generalisation. 

 
(7) a. DP daughter of VP → Agent 

 b. DP daughter of V’ → Theme 
 

Ditransitive verbs, however, which subcategorise a third role GOAL (i.e. beneficient/recipient), 

pose a problem to the generalisation. The prepositional indirect object45 cannot be simply merged 

with the preceding direct object (e.g. *VP[He gave DP[a book DP[to John]]]) because this would collide 

with checking theory (e.g. checking under sisterhood; cf. (1)): Provided that arguments are com-

plements of V, in the sense of the formal c-selectional checking relation established between a 

[uD] carried by V and a [D] carried by an argument DP, a representation like the aforementioned 

*VP[He gave DP[a book DP[to John]]] clearly violates this verb-centred conception of argument selec-

tion, as it suggests that the indirect object to John is a complement of the direct object a book; 

which is not the case. Other alternatives, such as ternary branching or adjunction, are ruled out 

for similar reasons46. To be able to structurally cope with ditransitives, an old, semantically moti-

vated proposal was reanimated, namely to lexically decompose ditransitive verbs into two parts, 

an abstract V that denotes causativity (CAUSE), and a lexical V of varying descriptive content47. 

The prototypical ditransitive verb give, for instance, is decomposed into CAUSE and a verbal part 

denoting transmission (GO), so that Mary gave the book to John can be paraphrased as Mary CAUSE 

the book GO to John. Building on Larson’s (1988) verbal shell analysis, which split the VP into an 

outer and an inner verbal shell to accommodate the selectional restrictions between the verb and 

its arguments (cf. above), Hale & Keyser (1993), among various other similar proposals, posited 
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
44 In minimalist theory, it is common to reduce the number of available θ-roles to the three proto-roles of Agent 

(AGT), Theme (TH; not to be confused with the identically termed information-structural notion referring to ‘fa-
miliar information’), and a Location role (e.g. GOAL) (cf. Dowty 1991). 

45 I abstract away from double object (so-called object shift) constructions (e.g. I bought him a beer). 
46 An accessible, more complete argument can be found in Adger (2003:ch. 4.4). It is particularly reflexive pronouns, 

which are subject to the Binding Principle B (cf. Chomsky 1981; an element A binds an element B iff A c-
commands B, and A and B are co-referential), that provide arguments against various alternative representations of 
ditransitives. 

47 An early compositional approach to multi-argumental predicates can be found in Chomsky (1955). Also, lexical 
decomposition of this kind was central in Generative Semantics (cf. e.g. McCawley 1971). 
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an abstract light verb v (little v; a functional category), that is phonetically empty (at least in Eng-

lish; cf. below), but controls a compositional semantic process as described above. 

 
(8)  

 
 

This configuration captures ditransitive structures adequately with respect to checking theory: V 

‘GO’ carries two c-selectional features [uD], which are checked upon the merger of to John and the 

book. Then, the light verb v is merged and the [uD] it carries is checked upon the merger of the 

external argument Mary. Hence, the UTAH generalisation in (7) must be modified as follows in 

order to integrate the GOAL. 

 
(9) a. DP daughter of vP → Agent 

 b. DP daughter of VP → Theme 
 c. DP daughter of V’ → Goal 
 

What the representation in (8) is still lacking is the composition of the light verb v and the lexical 

verb proper V to yield a complex that can be spelled out as the ditransitive give. Given that V 

ought to move (raise) to v in order for the vP to yield the correct surface word order, it is as-

sumed that v carries a strong [uV*] feature that triggers head movement of V, to the effect that V 

raise-adjoins to v48.  

 
(10)  

 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
48 This kind of adjunction is termed Head Adjunction (cf. Chomsky 1995) and is different from both Merge proper 

and from what is commonly understood as adjunction. Rather, two heads are thought to form a complex syntactic 
object (X…Y > Y+X…Y), a complex predicate in the case of V+ν. As Head Adjunction, and head movement in 
general, are undesirable for various theoretical reasons, there have been proposals (e.g. in Chomsky 1999, 2001) 
that Head Adjunction only occurs at PF, i.e. is a spell-out phenomenon, and not in narrow syntax (also cf. Radford 
2006:237; Roberts 2000). 
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This construal of the thematic vP is empirically backed up by so-called serial verb constructions 

in languages other than English, where v is overtly realised (i.e. the ditransitive remains decom-

posed)49. This VP-shell analysis of ditransitive structures has been uniformly extended to transi-

tive and intransitive predicates as well, giving rise to a number of different types of light verbs (cf. 

Kratzer 1996)50. 

 To show how the verb receives its inflectional morphology, the clausal area above vP, the 

inflectional domain, needs closer inspection.  

 

1.2.5 The inflectional domain: TP 

Just like the traditional VP has received a more articulated structure providing room for func-

tional projections (there are actually more than only v), so did the inflectional domain (Infl-

domain). The Infl-domain may be thought of as the phrasal level where what is traditionally con-

ceived of as a sentence/clause is constituted. The early GB conception of clauses (since Chomsky 

1981) had basically adopted the pre-GB, X’-theoretic conception that a sentence is a phrase 

headed by AUX, hence an AuxP, but with a terminological change from AUX to the more ab-

stract Infl(ection)51. This made it possible to give a generalised representation of sentences as a 

kind of phrase, namely I(nfl)P. The revision was supported by the complementary distribution of 

finite verbal morphology: if there is only a lexical verb in a sentence, it carries the inflectional suf-

fix; however, if a sentence also contains an auxiliary verb, it is not the lexical verb, but the auxil-

iary that carries the inflectional information (non-visibly in most English auxiliaries). 

 
(11) a. John IP[Infl VP[goes PP[to the disco]]]. 
 b. John IP[may VP[go PP[to the disco]]]. 

 

Empirical backup for Infl comes from the cross-linguistically varying position of lexical main 

verbs. Investigating the position of verbs relative to surrounding adverbs and sentential negation, 

Pollock (1989) showed that main verbs in French raise to a higher position (i.e. Infl), where it re-

ceives a tense inflection from Infl, while in English the verb remains in situ, with tense being low-

ered onto it52. 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
49 Overt light verbs are attested for Tok Pisin, a predominantly English-based pidgin/creole (linguists still disagree 

on the progress of creolisation of Tok Pisin) of Papua New Guinea: John i givim kissis i go long Judi ‘John gives kisses 
to Judy’; literally, ‘John gives kisses go to Judy’ (Anna Urbanek, p.c.).  

50 Occasionally, where the VP-shell analysis is not of immediate relevance, e.g. when discussing properties of clausal 
domains higher than the verbal one, I refer to the verbal phrase as VP instead of vP. 

51 The functional category AUX was only termed so because it is typically occupied by auxiliary verbs, as sketched in 
(11). Consequently, AUX is to be thought of as an abstract head that carries TAM-related information (typically 
tense). To avoid the association with auxiliaries, AUX was subsequently reconstrued as the more apt Infl(ection). 

52 Pollock (1989) identified this as a parametric difference in V-to-I movement (Verb Movement Parameter). In the 
feature checking theory outlined above, a tense feature on I would be considered strong in French, thus triggering 
movement of V-to-I movement (Infl[Tns:val*]…V[uTns:] > V+Infl[Tns:val*]…V[uTns:val]), while in English the 
feature is not strong, which is why Infl lowers tense onto V (Infl[Tns:val]…V[uTns:] > Infl[Tns:val]…V[uTns:val]. 
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(12) a. He IP[Infl often VP[goes to the movies]]. 
 b. Il IP[va souvent VP[va au cinéma]]. 
 
(13) a. He IP[does not VP[go to the movies]]. 
 b. Il IP[ne va pas VP[va au cinéma]].53

 

As a side effect, an X’-theoretic representation of Infl, which expands Infl as to yield a specifier 

slot, makes it possible to construe a subject position in the specifier of IP (in short, [Spec,IP]).  

 
(14)  

 
 

This raises the question whether the subject of a sentence is base-generated in [Spec,IP], or if it 

has moved there from a different, lower position. The latter hypothesis is exactly what is posited 

by the VPISH (cf. (6)): the highest DP within the thematic vP is triggered to raise to [Spec,IP] 54, 

by the so-called EPP-feature, a strong c-selectional-like [uD*], carried by Infl55.  

 
(15)  

 
One phenomenon that lends support to the VPISH are stranded quantifiers (cf. Sportiche 1988). 

When a subject DP like all the men raises to [Spec,IP], it may leave the quantifier (D) all behind, 

stranded in [Spec,VP], yielding a sentence like The men all go to the disco, as an alternative to All the 

men go to the disco. 

                                                                                                                                                      
This is an undesirable approach, because lowering practically amounts to downward movement, which is ruled out 
for various theoretical reasons (according to Kayne’s 1994 antisymmetry hypothesis). 

53 The insertion of a dummy do (do-support) is triggered by some blocking effect induced by the sentential negation. 
Also, it should be noted that sentential negation in French is functionally instantiated by pas, ne simply being a 
remnant negative particle of a former discontinuous affective negation complex (i.e. Lat. non…passum ‘not a step’). 

54 Crucially, this happens irrespective of which argument position the closest DP occupies (AGT, TH, GOAL). Such 
a syntactic mechanism nicely unifies subjecthood with different argument/thematic structures, also capturing 
monoargumental verbs that select a TH-subject (unaccusatives, e.g. die) instead of an AGT-subject (unergatives, 
e.g. run). 

55 The [EPP] feature (Extended Projection Principle; cf. fn. 6) requires that the specifier of (finite) IP/TP be filled, 
i.e. that a sentence must have a subject. It can be seen at work in sentences with expletive subjects, which are con-
sidered to satisfy the [EPP] if no other subject DP is available (most obvious in zero-argument weather predicates: 
Itexpl rains) In any case, the [EPP], or its reanalysis as a strong c-selectional-like [uD*] feature (cf. Chomsky 1995), 
lacks real explanatory power, being a formalisation merely restating the obligatoriness of subjects. Lately, several 
works have attempted to derive the [EPP/uD*] from other phenomena (e.g. Drury et al. 2000). 
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(16)  

 
 
Additional evidence comes from VSO languages like Welsh, where the verb raises to strong Infl, 

but the subject remains in situ (Subject Placement Parameter; cf. Baker 2001:128ff.). 

 As initially mentioned, the IP was split into independent projections according to the vari-

ous TAM-related features that had been assumed to be contained in IP (cf. Pollock 1989), yield-

ing a hierarchy T(ense)P > Mod(ality)P > Neg(P) > Perf(ect)P > Asp(ect)P > Pass(P)56 that 

would adequately capture a maximal verbal auxiliary complex (e.g. will not have been going). The 

highest projection in the hierarchy, T, is a substantive category and thus always projected in 

clausal structure (practically every sentence is tensed, but not negated, passive, etc.), whereas the 

projection of the other categories is optional. T is not a pure tense head, but rather holds the 

conceptual position of the former IP, regulating finiteness-related morphology in general (inflec-

tional tense, SVA). Most importantly, under the feature valuation approach (probe/goal, Agree; 

cf. the end of 1.2.1), it is assumed that T functions as a kind of mediator between the subject and 

the verb in establishing SVA.  

 As SVA will play an important role in the present study, the following exemplary derivation 

of the EXP He arrives shall make explicit how the probe T featurally interacts with the subject 

(here, the pronoun he) and the verb (here, arrive) to eventually yield the correct output (17). (The 

relevant effects of a respective step are in bold).  

 
(17)  

 
a. T[uφ:3/SG, ucase:NOM, Tns:PRES, uV, uD*]---vT pro[D, φ:3/SG/MASC, ucase:NOM]---arrive[V, uInfl:] 

b. T[uφ:3/SG, ucase:NOM, Tns:PRES, uV, uD*]---vT he[D, φ:3/SG/MASC, ucase:NOM]---arrive[V, uInfl:] 

c. T[uφ:3/SG, ucase:NOM, Tns:PRES, uV, uD*]---------he[D]---vT arrive[V, uInfl:PRES/3/SG] 

d. T[uφ:3/SG, ucase:NOM, Tns:PRES, uV, uD*]----------he[D]---vT arrives[V, uInfl:PRES/3/SG] 

e. he[D]---T[uφ:3/SG, ucase:NOM, Tns:PRES, uV, uD*]-----vThe[D]---------arrives[V] 
                          └──────────────────────────────────────────────┘ 

f. He arrives. 

   

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
56 The inflectional auxiliary domain is rather intricate, especially in the case of complex auxiliary clusters (leading to 

so-called affix hopping; cf. fn. 96 for a more explicit description). However, since the verbal domain, i.e. the verbal 
domain proper (vP) and the auxiliary projections immediately above vP (Mod > Perf > Asp, approximately), do 
not play any major role in the present study, I refrain from going into detail as to the dependencies between verbal 
elements. 
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With respect to SVA, the relevant stage in the derivation of He arrives is when T is merged ((17)): 

T, which is specified for tense and case (and carries an EPP feature [uD*] as well as an unsatisfied 

[uV] feature57), but still lacks the uninterpretable φ-features it needs for establishing SVA, probes 

for and finds an interpretable [φ:val] on the subject pronoun, upon which T and pro match, i.e. 

they share and check φ- and case-features ((17))58. Since T still has an unchecked [uV], it probes 

and finds V, as a side effect matching its [Tns:PRES] feature with the [uInfl:] on v (((17))59. With 

SVA being established (I have indicated the spell-out forms of pro and arrive to make this explicit, 

i.e. he and arrives), all that remains is for the EPP feature [uD*] to attract pro into its specifier 

((17)).     

 Finally, as to the other functional categories that have resulted from the split of IP, it 

should be noted that Asp encodes grammatical viewpoint aspect (perfective, imperfective), while 

Mod is where auxiliaries are generated. 

 

(18) T > (Mod) > (Neg) > (Aspviewpoint) > v > V60 

 

1.2.6 The complementiser domain: CP 

To accommodate complementisers (C) that introduce embedded (subordinate) clauses, it was 

common in generative theory of the 1970s to expand the sentential structure S → NP AuxP/IP 

VP by a derived S’ that would host C: S’[that S[he is doing fine]]. With the subsequent consolidation 

of X’-theory, embedded clauses were reanalysed as structures headed by C, hence, as CPs (cf. 

Stowell 1981): CP[that IP[he is doing fine]]. As C that represents the assertoric/declarative status of the 

embedded clause, it was argued (e.g. in Chomsky 1986) that all root clauses61 are CPs as well, 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
57 Here, I adopt a proposal by Biberauer & Roberts (2008) as to the Agree relation between T and v, which is not 

made explicit at all in the standard Probe/Goal theory. I am not sure as to the exact nature of the [uV] feature in 
T, though, but without it, I do not see how T could still be an active probe and value [uInfl:] on v, for it would not 
have any unvalued [uF:] left – the prerequisite for an active probe (cf. Chomsky 2000). However, it seems to bear 
strong similarity to the EPP feature [uD*] (cf. fn. 55).  

58 In Chomsky (2000ff.), [NOM] assignment is actually reduced to a by-product of φ-agreement between T and the 
subject. For explicitness, I maintain to assume an Agree relation [ucase:val]…[ucase:] > [ucase:val]…[ucase:val] in 
the present discussion. 

59 The feature [uInfl] on the verb is a convenient cover term for several features the verb can principally inflect for: 
[uTns] (including infinitive), [uAsp] (i.e. present participle), [uPerf] (i.e. past participle), and [uφ] (related to SVA). 

  Also, according to Pesetsky’s (1989) Earliness Principle (which demands that operations apply as early in a 
derivation as possible) and the Simultaneity Condition (“All syntactic operations which apply on a given cycle ap-
ply simultaneously” (Radford 2006:187)), the valuations (in (17)) are to be construed as occurring in one fell 
swoop, the order being irrelevant. 

60 Although it is far from clear that the (English) perfect is a viewpoint aspect proper, I here conflate Perf with 
Aspviewpoint for convenience. However, the fact that e.g. the progressive aspect and the perfect are not in 
complementary distribution (i.e. they can co-occur) strongly suggests to treat them separately, at least from a 
syntactic perspective. 

61 In more traditional terms, root clauses are referred to as independent or main clauses. The notion of root is a syn-
tactic one that, identifying the clause that is closest to the root (i.e. the topmost node) of a syntactic tree as a root 
clause (trees are commonly represented upside down). Accordingly, embedded clauses, which are traditionally re-
ferred to as dependent or subordinate clauses, are non-root clauses. Relationally, root clauses are also referred to 
as matrix clauses (of corresponding embedded clauses). 
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with a null C covertly indicating sentential Force, i.e. whether a clause is declarative (C[Decl]), in-

terrogative (C[Q]), or imperative (C[Imper]), or, from a pragmatic perspective, “how the hearer 

should think of the proposition expressed by its clause” (Adger 2003:292). From a purely syntac-

tic point of view, the different types of C may be considered clause-typing particles. As to ques-

tions, for instance, it was assumed that the null C[Q] triggers movement of wh-expressions, which 

originate in their canonical position (i.e. where they would be in a corresponding declarative), to 

the front of a clause, and also establishes subject-auxiliary inversion (SAI), triggering movement 

of T (Aux) to C: CP[[Q] IP[she can VP[ do what]]] > CP[what can IP[she can VP[ do what]]]. 

 Analyses along the same lines apply to non-finite embedded clauses, which can basically be 

distinguished into three types: control clauses, raising clauses, and Exceptional Case Marking 

(ECM) clauses. ECM clauses are exceptional because the matrix verb values the embedded sub-

ject for [ACC] case, and not for NOM (cf. (19))62. While these ECM clauses are assumed to form 

TPs (i.e. defective CPs), a subtype of ECM clauses introduced by the non-finite C for (cf. (19)) 

constitute proper CPs.  

 
(19) ECM 
 a. I want TP[her to kiss me]. 
 b. I want CP[for TP[her to kiss me]. 

 

 Finally, in analogy to the split of V and I into more articulated structures, the same hap-

pened to C. Although occasional proposals as to the existence of more than one position/head at 

the left edge of the clause date back at least to the late 1980s, it is only with Rizzi (1997) that a 

adequate articulate structure of a C split into several discourse-related categories was introduced. 

The split-analysis of C represents one particular minimalist approach to syntax that is referred to 

as the cartographic theory (cf. Cinque 2002, Belletti 2004a, Rizzi 2004). Within this approach, 

prolific syntactic domains (DP, VP, IP, CP) comprise a rich number of functional projections, 

each of which accommodates a syntactically and semantically coherent type of constituent 

(fronted elements, adverbs, aspectual elements). More conservative approaches, in contrast, tend 

to blur the differing nature of constituents, rather pursuing strategies that simply adjoin a given 

constituent to V, T, or C (cf. 1.2.7 for a more illustrative discussion). Rizzi (1997) motivated the 

split of C by the fact that more than one constituent can be fronted to C, and, moreover, that 

multiple fronted constituents of different sorts (Cs, topics, foci, etc.) show a hierarchical ordering 

relative to each other. This gave rise to the following hierarchy of the split C. 

 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
62 Given that coordination is only possible with two constituents of the same category, the ungrammaticality of co-

ordinating an ECM construction (TP) with a for-ECM (CP) indicates indeed indicates their being structurally dif-
ferent, suggesting that ECMs form TPs, lacking a C-layer, while for-ECMs form proper CPs (cf. Radford 
2006:75f.).  

 22
 

 



     

(20) Force > (Top) > (Foc) > Fin63 
 

The highest projection Force hosts clause-typing operators and, in embedded sentences, finite Cs 

like that or whether64. Force is the interface to the higher context (i.e. the matrix clause or dis-

course). The low projection Fin(iteness) hosts non-finite Cs like for. It is the interface to the pro-

positional TP. The topic/focus field65 sandwiched between Force and Fin is optional, as indi-

cated by the brackets. Should there be neither any topical, nor any focal element, the topic/focus 

field can be inactivated. In this case, Force and Fin, which are in complementary distribution (to 

be precise, their lexical realisations that and for are; cf. 1.2.9 below), are syncretised into a single 

head C. The following examples underpin the hierarchy posited in (20).  

 
(21) a. (minimal context: He had always kissed the wrong girls.) He hoped that girls like those, never    

again would he kiss. 
 
b. 

 
 

First, the complex negative adverb never again is focalised to [Spec,FocP]66
, triggering negative in-

version of T/would to Foc. Then, the direct object girls like those, which is identified as familiar in-

formation by the minimal context in (21), is topicalised to [Spec,TopP]. Notice that the inversed 

Top/Foc order (*…that never again, girls like those, would he kiss) yields an ungrammatical structure 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
63 Rizzi (1997) assumes another Top preceding Fin, which for English, where multiple topics cannot occur (contrary 

to many Romance languages), is irrelevant. Also, the split C has been enriched by various other categories in the 
wake of Rizzi (1997), some of which will prove relevant to the present study. 

64 In 1.2.8, the concept of force/Force and its relevance for syntax is examined in more detail.. 
65 I adopt Lambrecht’s (1994:5) view of the nature of information structure (IS): “The component of sentence gram-

mar in which propositions as conceptual representations of states of affairs are paired with lexicogrammatical 
structures in accordance with the mental states of interlocutors who use and interpret these structures as units of 
information in given discourse contexts”. In generative linguistics, two IS distinctions are generally assumed to be 
instantiated in syntax: topic-comment (a higher order predication, as Rizzi 1997:286 puts it) and focus-
presupposition (put informally, every focused constituent bearing an accent presupposes an unexpressed contrast 
set/information). In addition to the left-peripheral Top and Foc positions of Rizzi (1997), several other, TP-
internal topic and focus positions have been identified (cf. e.g. Belletti 2004b). Especially with regard to focus, the 
last decade has seen a great amount of work on information structure from a generative perspective (for an acces-
sible overview cf. Erteschik-Shir 2007). 

66 The conception behind topicalised/focalised elements targeting the specifier of Top/Foc, and not Top/Foc itself, is 
related to cross-linguistic variation. In a topic-prominent language like Japanese, for example, Top itself is realised 
as (or occupied by) the morphological topic marker wa, that marks a DP in its specifier as topic. 
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(or, at best, a marginally acceptable/felicitous one). Also, the fact that Top/Foc precede non-

finite C for , but follow the finite C that, further supports the hierarchy.  
 

(22) a. I hope thatForce, tomorrow, TP[John will leave tomorrow]. 
 b. *I hope forFin, tomorrow, TP[John to leave tomorrow]. 

(cf. Rizzi 1997:301) 

(23) minimal context: What was the advice given by the police to the general public? 
 a. Under no circumstances forFin TP[anyone to approach the escaped convicts]. 
 b. ThatForce under no circumstances should TP[anyone approach the escaped convicts]. 

(cf. Radford 2006:215) 
 

 With the structure of an articulate left periphery in place, the discussion so far allows for 

the following hierarchical clause structure, where optional categories are bracketed. 

 
(24) Force > (Top) > (Foc) > Fin > T > (Mod) > (Neg) > (Aspviewpoint) >v > V 
 

This hierarchy is also referred to as the Hierarchy of Projections (HoP; cf. e.g. Adger 2003), a 

fixed universal order of functional and lexical categories that a derivation of principally any EXP 

must obey. Whether the HoP is a proper principle of UG, or whether it is rather an epiphe-

nomenal descriptive phenomenon, shall not be any further discussed here, as it is undoubtedly a 

useful device to chart the territory of clausal syntactic structure. In any case, the partitioning of 

clausal syntax has shown that the structure of a clause is composed of three syntactically and 

functionally defined areas: the verbal domain (vP; argument/θ-structure, thematic relations, 

event), the inflectional domain (TP; SVA, verbal inflection, proposition), and the C-domain (CP; 

speaker- and discourse-related concepts such as force and topic/focus). 

 Before I will address some semanticosyntactic concepts that I consider important to the 

analysis of root infinitives, the next section will first outline the status of adverb(ial)s in minimal-

ist syntax, above all their usefulness as an instrument in the examination of clausal syntax. 

 

1.2.7 Adverbs and adverbials 

As is the case with many of the categories introduced so far, there is disagreement in minimalist 

theory on how to treat adverbs (including complex adverbials) syntactically, the only quasi-

consensus being that they are restricted in their relative order of co-occurrence to some extent. 

Two poles on a conceptual continuum oppose each other: free adjunction of AdvPs to a (maxi-

mal) projection so as to yield the correct surface order, with only independent semantic scope-

related principles putting constraints on their ordering (cf. e.g. Ernst 2002, 2007); or to identify 

adverbial classes on a semantic/pragmatic basis, dedicating a particular functional projection to 

each (cf. e.g. Cinque 1999). Irrespective of the view on the syntax of adverbial, there is agreement 

on the fact that they cannot just occur anywhere in a clause, but obey certain ordering con-
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straints. This makes it possible to use the fixed position of adverbials as a diagnostic tool to de-

termine the relative structural position of other constituents (cf. e.g. (12)).  

 A universal hierarchy of adverbials is proposed by Cinque (1999), a linguist pursuing the 

cartographic approach to syntactic structure (cf. above). The conception behind Cinque’s very 

rich hierarchy is twofold: For one, semantically and pragmatically defined classes of adverbs 

cross-linguistically (i.e. universally) exhibit a constrained, relative order to each other and relative 

to the functional/lexical projections in a clause (cf. the HoP); this is a hypothesis that must be 

elaborated piecemeal since rarely more than three adverbs at a time occur in a sentence. Also, as a 

consequence of this restrictive ordering, each of these adverb classes occupies a dedicated func-

tional projection related to different types of modality, mood, tense, aspect, and voice. As noted 

in fn. 66 with respect to the realisation of topichood, languages may also vary in whether they 

morphologically realise an adverbial functional category as a special head (e.g. the topic marker wa 

in Japanese), or whether they associate an adverbial LI with the covert functional category, gener-

ating it in/moving it into the specifier of that head (analogous to a topicalised LI in [Spec,TopP]). 

With prototypical English adverbs as examples, the higher portion of Cinque’s adverb hierarchy, 

which all in all comprises around 40 projections (cf. Cinque 1999:141), looks as follows. 

   
(25) [frankly Moodspeech act [fortunately Moodevaluative [allegedly Moodevidential [probably Modepistemic [once Tpast 

[then Tfuture [perhaps Moodirrealis [necessarily Modnecessity [possibly Modpossibility [willingly Modvolitional [inevi-
tably Modobligation [cleverly Modability/permission [usually Asphabitual […67 

(cf. Cinque 1999:106) 
 
With respect to English, the adverbial hierarchy is to be read in the following way: if two adverbs 

(say, frankly and probably) were to occur in a sentence, they must appear in the relative order as re-

quired by the hierarchy.  

 
(26) a. Frankly, I probably don’t wanna go to the party. 
 b. *Probably, I frankly don’t wanna go to the party. 

 

Unfortunately, Cinque’s hierarchy is not explicitly integrated with the fine structure of the three 

clausal domains (represented in the HoP) advanced in other works (e.g. in Rizzi 1997). For the 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
67 A frequently made critical observation towards adverbial hierarchies of any kind concerns the so-called transport-

ability of adverbs, i.e. the (apparent) fact that they can (apparently) occur in different positions within a clause op-
tionally (i.e. without change in meaning). One might intuitively claim that this considerably weakens (or even in-
validates) adverb placement as a diagnostic for the determination of clause structure. However, what lends rather 
strong support to the claim that adverbs do indeed exhibit semanticopragmatic differences according to their posi-
tion, albeit subtle ones, is the ability of one and the same lexical adverb to occur in two different positions of a 
clause. 
 
 (i) a. John cleverly has been answering their questions. – subject-related 

 b. John has been answering their questions cleverly. – manner (i.e. verb-related) 
 c. John cleverly has been answering their questions cleverly (, and not stupidly). – manner and subject-related 

(cf. Kim 2000:461) 
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present purpose, however, a condensed version of the hierarchy will suffice (according to the se-

mantic zones of Tenny 2000:316ff.): the C-domain encodes a speaker deixis zone (point of view 

modality) spanning from Moodspeech act to Modepistemic, followed by a temporal deixis zone (i.e. relat-

ing to the speech time) from Tpast to Tfuture (i.e. approximately TP), and a subsequent truth value 

modality zone reaching from Moodirrealis to Modpossibility (i.e. approximately ModP)68. 

 

1.2.8 Sentence types 

Given my proposal to treat the ARI as a sentence type, it is essential to sketch the theoretical 

status of the sentence as a typological unit in generative linguistics. Foremost, this is a matter of 

providing a clearly defined terminological basis to proceed along, for the terminology concerning 

sentence types is rather vague and sometimes even contradictory (cf. Lohnstein 2006:3-6). Sadock 

& Zwicky (1985:155), a (if not the) reference work on the topic, define sentence types as a “coin-

cidence of grammatical structure and conventional conversational use”. In other words, sentence 

types are pairings of a particular pragmatic meaning, i.e. an illocutionary force corresponding to a 

speech act (cf. e.g. Austin 1962), with a particular morphosyntactic69 sentential form, the clause 

type proper. This mapping is mediated by the sentence mood of a clause (alternatively, somewhat 

confusingly, sentential Force; cf. 1.2.6). In an English wh-question, for instance, interrogative sen-

tence mood, which denotes (approximately) a proposition containing one variable element with 

an unknown referent, is the syntactic translation of a request for information (interrogative illocu-

tionary force), producing a clause type that involves the fronting of a wh-element (among other 

formal aspects). The combination of these three components yields the sentence type question. It 

should be noted that all these notions are rarely kept apart in a clear-cut fashion when they are 

discussed in linguistic theory, which is probably due to the fact that the possible combinations of 

the different kinds of illocutionary forces with clause types and sentence moods are practically 

unconstrained. This is reflected in the phenomenon known as indirect speech acts (or, pragmatic 

indirection, in Akmajian’s 1984 words), i.e. the use of a particular sentence form to perform a 

speech act that is not conventionally associated with that form. Thus, the clause type of a sen-

tence like Why don’t you have some more tea? might be interrogative, but it certainly is not intended as 

a request for information (i.e. a question), but rather as an illocutionary offer or a polite order70. 

However, since indirect speech acts should be in the scope of a genuinely pragmatic theory of 

language71, I will take into consideration only the canonical mapping of one illocutionary force to 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 

 

68 Less important to the present study are the remaining subject-oriented zone and two aspectual/event-structural 
zones. 

69 I leave aside phonological-intonational aspects for the time being. 
70 Which, in turn, is prototypically realised by an imperative clause type, i.e. Have some more tea!. 
71 Indirect speech acts are not categorically incompatible with generative linguistics. Relevance Theory (cf. Sperber & 

Wilson 1986), a pragmatic theory sharing the fundamental assumptions with generative linguistics (modularity, 
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a specific semantic mood (e.g. request for information > interrogative)72. Accordingly, at least 

three sentence types may be considered well established in linguistic theory73: the declarative, the 

interrogative and the imperative, each of which is associated with a characteristic illocutionary 

force (assertive, interrogative and directive, respectively). The validity of other sentence types be-

yond the three just mentioned, e.g. exclamatives, is hotly debated74.  

 Given that illocutionary force should be treated as external to syntax, the question is how 

exactly sentence mood is syntactically represented/encoded, or, put differently, where illocution-

ary force enters syntax. A classic observation by Frege (1918) with respect to the relationship be-

tween sentence mood and clause type is that the proposition of a clause can remain constant 

when transformed into another clause type. 

 
(27) a. John drinks beer. – declarative 
 b. Does John drink beer? – interrogative 
          c. proposition (simplified): ‘John drink beer.’ 

 

From this, he concluded that (in declarative sentences) there must exist some element in addition 

to the proposition, which he identifies as the assertoric force (behauptende Kraft) of the sentence75. 

Adopting this idea, many linguists/philosophers subsequently argued that sentences be parti-

tioned into two parts, one corresponding to the semantic/pragmatic force, and the other to the 

proposition of a sentence. 

 
(28)  

 
(adapted from Lohnstein 2006:3) 

 

                                                                                                                                                      
etc.), has produced accounts of indirect speech acts principally in compliance with minimalist syntax (e.g. Wilson & 
Sperber 1988; Lenci 1994; Jary 2004). 

72 Although the notion of canonicality is rather hard to define, it is undeniable that a pairing like that of an assertive 
sentential force/declarative clause type with assertoric illocutionary force is canonical.  

73 Indeed, Sadock & Zwicky’s (1985) cross-linguistic study of sentence typology confirms the (quasi-) universal status 
of these three types. 

74 As to exclamatives, for instance, König & Siemund (2005) analyse them as a mere combination of interrogative 
and declarative, while Zanuttini & Portner (2003) argue (convincingly, in my view) to count exclamatives as a 
proper sentence type.    

75 To my knowledge, the force (Kraft) of Frege (1918) applied to propositions (i.e. sentence mood), and not to utter-
ances (i.e. illocutionary force). This would come as no surprise, for the notion of force was only adopted to prag-
matic theory during the pragmatic turn of the 1960s/70s as illocutionary force/point (cf. Austin 1975). Subse-
quently, the semantic notion of sentence mood was explicitly separated from illocutionary force only by Davidson 
(1979), in discussing indirect speech acts. Confusingly, early pragmatically oriented works (Game Theory; cf. Witt-
genstein 1953, Stenius 1967) referred to what was to be known as illocutionary force by the term mood as well (≠ 
sentence mood as defined here). 
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In more recent generative theory, it was argued that there must be something external to the 

proposition encoded by TP that triggers the syntactic phenomena characteristic of a particular 

clause type (and which should consequently also account for the difference in seman-

tic/pragmatic meaning). Thus, it was assumed that sentence mood is syntactically represented in 

the domain above TP, i.e. the C-domain, in the functional category Force (cf. Cheng 1991, 

Chomsky 1995, Rizzi 1997), encoding illocutionary force as covert clause-typing parti-

cles/operators representing sentential Force/mood (i.e. [iForce:decl/imper/interrog]; cf.1.2.6). 

 

1.2.9 Operators 

An important semantic concept that has already occasionally emerged in the discussion so far is 

that of operators. Since operators originally belong to the realm of formal logic, I will only give 

an informalised account of their nature. Foremost, operators are semantic elements, which is why 

they are ultimately relevant to the interpretation of an EXP at LF. Operators may be loosely de-

fined as abstract, functional elements that operate on other elements in their scope (from a syn-

tactic perspective, i.e. c-command), so-called operands, leading to a compositional interpretation 

of the output of the operation. Taking the negation operator ¬ ‘not’, the existential quantifier ∃ 

‘there exists’, and the universal quantifier ∀ ‘for all’ as examples, the LF of the sentence No one 

smiles can be logically represented (in a very simplified fashion) by the following alternative nota-

tions. 

 
(29) a. ¬∃x smile(x) ‘not there exist someone x, x smile’ 
 b. ∀x ¬smile(x) ‘for all x, x not smile’ 

 

In syntax, these kinds of operators are either overtly realised, the common ones being negation 

particles (not), quantifiers (everyone, some), and wh-expressions (who, what), or they remain covert, as 

in the case of sentence mood operators in Force (cf. 1.2.8), their effects being deducible from 

contingent, overt linguistic phenomena. The status of operators is reflected in the (traditional) in-

tuition that functional/grammatical elements bear an abstract semantics, while lexical elements do 

not (they have referential potential, descriptive content). Accordingly, operators are 

(omni)present in the derivation of a sentence, where they occupy functional heads (Neg, T, Asp, 

etc.; cf. the HoP, Cinque’s hierarchy), interacting with other elements to produce not only seman-

tic objects interpretable at LF, but also phonological (e.g. a null interrogative sentence mood op-

erator in Force assigns the intonational contour characteristic of questions to a corresponding 

expression in its scope) and, obviously, morphosyntactic effects (e.g. the tense operator T may be 

strong in a language like French, thus triggering verb movement). 

As to the differentiation between an overt and a null operator, I quote Eide & Åfarli 

(1999:119f.): “[T]he overt element marks, supports, or makes visible a position that has already 
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got a syntactico-semantic identity. […T]he syntactic functional projections of a clause are the 

projections of underlying operators, which are in turn supported by visible items.” Accordingly, 

Eide & Åfarli posit a rudimentary, hierarchical structure of operators homomorphically (i.e. one-

to-one) underlying the HoP. Thus, for a structure CP > TP > vP, the operator-semantic repre-

sentation would look as follows. 

 
(30)  

  

(cf. Eide & Åfarli 1999:123) 

 
 

 
         force 
      operator 
                      tense 
                    operator 
                                 argument1 
 
                                            predication       argument2 
                                              operator 
 

 
 For a better understanding of one particular account of the ARI (cf. 2.4), the pre-final sub-

section of 1.2 will briefly outline the semantic (in particular, quantificational) treatment of events. 

This is by no means intended to be an exhaustive presentation of neo-Davidsonian event seman-

tics, but rather it should serve as an informal reference point for the discussion to come. 

 

1.2.10 Events as grammatical objects 

Events were first treated as grammatical objects by the philosopher and logical semanticist Don-

ald Davidson (1967), who elaborated an original proposal by Reichenbach (1947). This work and 

subsequent semantically grounded approaches to events all attempt to show how real-life events 

(as ontological units) are encoded/represented as linguistic events. The reasoning behind includ-

ing events into linguistic analysis is based on analogy: if nominal/thematic arguments selected by 

a verb refer to extralinguistic entities, i.e. to participants in an event, the verb itself should also 

carry an event argument referring to an event entity. To implement this idea, Davidson (1967) in-

troduced the event variable [e] (originally only for ‘action sentences’ involving dynamic events) in 

order to be able to treat events in the logical semantics of sentences/propositions in analogy to 

nominal arguments. This means that an event denoted by a verb is represented in the verbal ar-

gument structure (the θ-grid) as the Davidsonian [e]. Just like nominal arguments must be syntac-

tically satisfied by θ-binding to the verbal operator v (where satisfaction/θ-binding is the semantic 

equivalent of syntactic feature checking/θ-role assignment as laid out in 1.2.1 and 1.2.4), [e] must 

be satisfied by θ-binding to the tense operator T. Accordingly, this extends to the following sim-
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plified syntactic representation, where the event variable [e] and the nominal argument variables 

in the θ-grid of the verb (i.e. V[AGT,TH,e]) are projected upwards (percolate) during the deriva-

tion. While the latter are saturated when the minimal projection for θ-role assignment is com-

puted (i.e. V’[V NP[Obj]] for TH, and VP[Subj V’[…]] for AGT), [e] is only saturated when VP 

merges with T carrying the default existential quantifier ∃, which binds and saturates the free 

variable [e] (saturation is marked by *). 

 
(31)  

 

To paraphrase it informally, what it means for [e] to be bound by ∃ is that the quantifier de-

scribes the situation (not yet an event) encoded by vP as an event by existentially quantifying it 

(i.e. asserting that it exists at some point in time)76. From a syntactic point of view, it is indeed the 

case that the verb v itself must move to T at some point in the derivation in order to receive a 

proper interpretation, either overtly, as in French (cf. (12) and (13)), or covertly at LF, as in Eng-

lish (cf. Chomsky 1993; it remains in situ at PF). Drawing a parallel to the definiteness of nominal 

DPs (following Heim 1982), events may vary as well in whether they are interpreted as defi-

nite/specific (perfective aspect, finite tense), or as indefinite/generic (imperfective aspect, non-

finite tense)77. Crucially, in the latter case (i.e. non-finite T lacking tense) no existential operator ∃ 

is available, so that [e] must be bound by another, higher operator (or interpreted appealing to an 

anaphoric context, i.e. a higher matrix clause or discourse).  
  

1.3 Summary 

In sum, the preceding sections have provided the conceptual, theoretical and methodological un-

derpinnings of linguistic minimalism (architecture, features, operations), as well as an articulate 

topology of clausal syntax by way of outlining the historical development of functional and lexical 

categories in generative linguistics. This has lead to the tripartite, macro-structural partition of a 

clause into CP > TP > vP, functionally defined as the complementiser domain, the inflectional 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
76 This process called existential closure essentially adds a ‘There is an event of…’ to the LF description of an EXP 

(cf. Heim 1982, Higginbotham 1985). 
77 This proposal is from Baker & Travis (1997), who unify the cross-linguistic differences in inflectional systems 

(whether tense, aspect, or mood is predominant) to the expression of definiteness of events. 
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domain, and the verbal domain. The hierarchical fine structure of these three domains was cap-

tured as the Hierarchy of Projection.  

 
(32) Force > (Top) > (Foc) > Fin > T > (Mod) > (Neg) > (Aspviewpoint) > v > V  
 

Three semantically-oriented sections on sentence types, events, and operators closed off the in-

troductory ch. 1. 

 With this minimalist syntax framework established, I would like to turn to the next chapter, 

ch. 2, presenting a chronological survey of three representative approaches to the ARI.   
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2 Adult Root Infinitives: A critical survey 

2.1 Preliminary remarks 

The syntactic structure under investigation in the present study is a kind of root infinitive (RI)78, 

i.e. a non-finite main clause that lacks the properties commonly associated with finiteness (as for 

English, this basically comprises tense, SVA, and a NOM subject). Another distinctive property 

of the RI in question is its characteristic final rising intonational contour (marked by ‘?!’) and fo-

cal stress on the subject position (marked by small capitals). 

 
(33) a. HIM go to the dentist?! – RI 
 b. He goes/went/… to the dentist. – finite declarative 

 

It is noteworthy that non-finiteness in root clauses is a rare syntactic phenomenon, while non-

finiteness in embedded clauses is rather common. Their fundamental difference is that the latter 

are selected by a matrix verb, while there exists no selector that could be held accountable for the 

non-finiteness of the former. 

 
(34) a. Him go to the dentist?! – RI 
 b. I saw [him go to the dentist]. – embedded infinitive 

  

 In the three accounts I will critically survey in the sections to come (i.e. Akmajian 1984, 

Lambrecht 1990, and Etxepare & Grohmann 2002ff.), the RI has received different designations: 

Mad Magazine Sentence, Incredulity Response Construction (IRC)79, and Adult Root Infinitive 

(ARI), respectively. I chose to adopt the latter term (ARI) to refer to the RI under discussion, 

which in my view captures the nature of the RI most adequately from a syntactic point of view 

(this comes as no surprise given that Etxepare and Grohmann operate within a minimalist syntax 

framework). Akmajian’s notion of Mad Magazine Sentence, although appealing, suggests a too re-

strictive association with a particular register/genre; Lambrecht’s IRC would in principle match 

the pragmatic side of the ARI perfectly, but I avoid the term nonetheless for the (intended) con-

structionist connotation it carries (cf. Construction).   

    It should be noted that the following survey does by no means exhaust the rich literature 

available on the ARI80, which is why I would like to give a brief chronological review of works 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 

 

78 In fact, there are more root-infinitival structures apart from the one under discussion here (i.e. the ARI). The more 
common ones are infinitival jussives (≈ imperatives) in, for instance, German (e.g. Bitte nicht rauchen! ‘please not 
smoke-INF’) and infinitival wh-questions (e.g. rhetorical questions; e.g. Why leave?). For a concise overview, cf. 
Lasser (2002).  

79 It should be noted that the notion of IRC was first introduced by Fillmore et al. (1988), and was only subsequently 
adopted and considerably elaborated by Lambrecht (1990). 

80 That there actually exists quite a number of studies dealing with the ARI might come as a surprise given the intui-
tion that it constitutes a peripheral linguistic phenomenon. Indeed, from personal experience I can confirm that, 
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that, for reasons of space, cannot be considered in the present study. It is interesting to note that 

the ARI has already received occasional attention throughout modern linguistics of the 20th cen-

tury: first recognised by Paul (1920), it was subsequently mentioned by Jespersen (1924:129f.) as 

Nexus of Deprecation, and by Sommer (1931) as Abrupt Infinitive, the latter terminology being 

also adopted by Plank (1975). The first comprehensive study of the ARI, however, is Fries 

(1983), which examines three types of infinitival main clauses in German: Type I and Type II re-

fer to root-infinitival directives not relevant here (cf. fn. 78). Type III, schematically represented 

as NPNOM + (und ‘and’) + VB-INF, where the conjunction und ‘and’ is optional and the infinitive is a 

bare one (e.g. tun ‘do’ vs. a full infinitive, e.g. zu tun ‘to do’), corresponds to the ARI (e.g. Der 

(und) ‘n Buch lesen?! ‘Him read a book?!’, lit. ‘Him (and) a book read?!’)81. Both, Fries (1983) and 

Akmajian (1984) transferred the ARI into a GB framework. At the beginning of the 1990s, pick-

ing up the notion of default case addressed by Akmajian (1984), Zhang (1990) presents an elabo-

rated analysis of Mad Magazine Sentences, while Lambrecht (1990) replies to the generative analy-

sis from an alternative Constructionist perspective. Then, with the paradigm shift in generative 

theory during the 1990s, the ARI has seen increasing attention: a large number of studies (e.g. 

Rizzi 1994, to name but one) were dedicated to a structural phenomenon central to child lan-

guage, Child Root Infinitives (CRIs; cf. Avram 2002:ch. 4.1), in the wake of which the formally 

similar adult counterpart (i.e. ARIs) regularly received attention, which was, however, still rather 

peripheral (for notable exceptions cf. Lasser 1997 and Hoekstra & Hyams 1998). Ultimately, it is 

only after the transition into the 21st century that the ARI has experienced a theoretically adequate 

examination: apart from Etxepare & Grohmann (2002ff.), Sailer (2002) takes a closer look at the 

German ARI from a Head-Driven Phrase Structure Grammar perspective, Potts & Roeper 

(2006) analyse the ARI as Incredulity Small Clauses, i.e. reduced syntactic structures that are ex-

pressively used to signal the infelicitous pairing of an entity and a property, and, similarly, 

Progovac (2006) considers the ARI to constitute a verbal Small Clause (i.e. essentially only a VP) 

reflecting a stage in the evolution of language when utterances were still rather context-bound, 

expressive, and ad hoc (more on Progovac’s theory in 3.3). In addition, the ARI entered the 

grammar textbook by Huddleston & Pullum (2002) under the overprecise (but apt) designation 

Bare Predication Polar Echo Construction. Finally, it is noteworthy that Bücker (2007, 2008) has 

recently put forward an elaborate analysis of the ARI in a constructionist-functionalist paradigm, 

which, inter alia, presents very interesting accounts of the pragmatic and the diachronic-syntactic 

dimension of the ARI.  
                                                                                                                                                      

generally, not only laymen, but also linguists seem unaware of the phenomenon. 
81 Also, Norbert Fries’ online lexicon of linguistics (aptly named Online Lexikon Linguistik) provides a compact, but 

very informed, overview of the different approaches to the ARI (under the entry “Incredulity Response Construc-
tion”; cf. http://www2.hu-berlin.de/linguistik/institut/syntax/onlinelexikon/I/incredulity_response_construc-
tion.htm, as of 06/06/08). 
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 Despite this amount of extensive and insightful works on the ARI, spatial limitations force 

me to concentrate on only a fraction of the studies available. Thus, in the following, a brief sur-

vey of the two reference studies mentioned above (i.e. Akmajian 1984, Lambrecht 1990) is com-

plemented by a more extensive review of a series of studies carried out in a minimalist syntax 

framework (i.e. Etxepare & Grohmann 2002ff.). However, what the survey is not intended to do 

is merely reproduce the contents of the studies; rather, it will critically examine them, thus laying 

the foundations of the analysis that concludes the present study.  

 

2.2 Akmajian (1984)   
 
What follows is a discussion of Adrian Akmajian’s (1984)82 article Sentence Types and the Form-

Function Fit, in which the ARI is referred to as Mad Magazine Sentence83, being an expression of 

“surprise, disbelief, scepticism, scorn, and so on” (Akmajian 1984:2). Although published during 

early GB theory, Akmajian’s study was still visibly rooted in the theoretical background of the 

Revised Extended Standard Theory (REST), i.e. the generative theory of the latter 1970s. Con-

struction-specific PS rules, for instance, play an important role in his work, whereas PS-rule-

driven syntax has long been abandoned by contemporary generative theory in favour of the more 

natural (and minimal) operation Merge, constructions being reduced to a mere epiphenomenon. 

Thus, many syntactic phenomena that fall out naturally from the rather sophisticated minimalist 

framework presented in ch. 1 are considerably harder to accommodate in a less, say, flexible the-

ory like the REST (this qualification would also extend to the early incarnation of GB theory). Of 

course, many of Akmajian’s observations concerning various syntactic aspects of the ARI are 

valid and valuable nonetheless. Also, in particular his central proposal as to the adequate treat-

ment of sentence types is worth being considered for more general reasons: He examines 

whether each formal clause type can be matched with exactly one (pragmatic) function (abstract-

ing away from indirect speech acts; cf. 1.2.8), i.e. whether there exists a one-to-one form-function 

fit. His stipulation that the ARI and imperatives share one PS rule, but that each fulfils a distinct 

pragmatic function, leads him to posit an indirect fit between sentence form and sentence func-

tion.   

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
82 Unfortunately, Akmajian deceased in the process of revising his paper. Susan Steele, a colleague of his, finalised 

the article, inserting notes, which had separately been prepared by Akmajian, and closing gaps, where necessary (cf. 
Akmajian 1984:1). 

83 The ARI was “originally made famous by Mad Magazine” (ibid.:2). Taylor (2002:568, fn. 2) notes that he did not 
succeed in finding any instances of the IRC (i.e. the ARI) leafing through some issues of Mad Magazine. However, 
what Akmajian refers to is not that ARIs occurred particularly frequently in Mad, but rather to the famous motto 
of the magazine’s fictional mascot Alfred E. Neuman, which first appeared in print in Mad 24/1955: “What, me 
worry?”. Lambrecht (1990) is aware of this fact, as the title of his article suggests: ‘What, me worry?’ - ‘Mad Magazine 
sentences’ revisited. For further information, cf. the excellent Wikipedia article on the topic 
(http://en.wikipedia.org/wiki/Alfred_E._Neuman, as of 04/06/08). 
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 The first part of the study is dedicated to the subject (position) and the left periphery of the 

ARI, and how prosodic factors put constraints on them. As to the ACC case of the subject, Ak-

majian (1984:3f.) associates it with a default mechanism triggered by untensed contexts: the ARI 

lacks the projection AUX84, yielding a tenseless/non-finite environment, which in turn is as-

sumed to trigger the English default case ACC on the subject85. It is further observed that the 

subject seems to be optional in certain environments.  

 
(35) Why don’t you get a respectable job? – (Me) get a respectable job?! What do you think I am?  

(cf. Akmajian 1984:4) 
 
Also, there appears to exist a constraint on certain elements like expletives (there, it) or anaphoric 

it to occur as subjects in ARIs. Evidently, this cannot be for semantic reasons – after all, ana-

phoric it is semantically contentful (albeit weakly, for its anaphoric referentiality) –, but rather for 

the independently established prosodic restriction on these elements: they cannot bear focal 

stress. 

 
(36) What! *IT rain again?! Oh, no.  
(37) (At last I see [the book]i – iti’s on the table. –) Oh? *ITi (be) on the table?! We must be blind.  

(cf. ibid.) 
 

To capture these restrictions, Akmajian (1984:8) proposes a prosodic condition for ARIs, requir-

ing their (overt) subject to form an intonation centre86, i.e. to bear a focal accent. 
 

(38) What! HIM go to the dentist?!  
(cf. ibid.) 

 

Support for this phonologically motivated analysis comes from the fact that pronouns typical of 

unstressed positions (i.e. weak forms) are not acceptable in the ARI subject position, whereas 

both weak and strong pronouns are eligible to occur as the subject of declaratives.  

 
(39) YOU pass this course?! 
(40) *YA pass this course?! 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
84 I.e. the category AUX of the pre-GB, ternary theory of clause structure (cf. 1.2.2, 1.2.5). What it could mean theo-

retically for a node (a projection) to be missing is not addressed. In minimalist theory, provided that AUX coin-
cides with T, this would be accounted for by unvalued or defective features in T. 

85 Akmajian (1984:4, fn. 3) refers to default case as unmarked (‘citation’) case, but does not elaborate the notion any 
further. According to Schütze (1997:44), a default case is “a case used by the morphological component to spell 
out a DP that checks neither structural nor inherent case in the syntax”. Cf. 2.4 for further discussion.  

  Also, default case should not be conflated with ACC case in ECM clauses (e.g. I want [him to leave]), where the 
subject is assigned ACC structurally, e.g. by the matrix verb, whereas in default/citation case environments no 
such evident assigner is available (e.g. Who is it? – It’s me!). 

86 Akmajian (1984:11) informally characterises the notion of intonation centre as follows: “[A] syntactic constituent 
forms an intonation centre when (a) its nuclear stress level is high enough to block phonological reduction proc-
esses […], and (b) its phrase-final intonation contour is non-falling”. 
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(41) You/Yaw always screw up royally.  
(cf. Akmajian 1984:9) 

 
In sum, it is not exclusively the semantics of particular elements (expletives, anaphoric it, weak 

pronouns) that leads to an ungrammatical ARI, but rather the violation of an independent re-

quirement for focal stress that the aforementioned elements are not compatible with. 

 Similarly, Akmajian (1984:4, fn. 4) considers the prosodic constraint to explain the un-

grammaticality of topicalisation in ARIs87: Since ARI subjects already constitute topics, Akmajian 

reasons, it is not possible to move another topic in front of it, yielding two initial topics88. 

 
(42) What! US read that trash novel by tomorrow?! 
(43) *What! THAT TRASH NOVEL, US read that trash novel by tomorrow?!  
                                     └──────────────────────┘ 

(cf. Akmajian 1984:3) 
 
Topicalisation is possible with omitted subjects, though, because the need for one obligatory in-

tonation centre seems to be satisfiable by any preposed constituent, not necessarily the subject.  

 
(44) THAT TRASH NOVEL, Ø read that trash novel by tomorrow?!  
                       └───────────────────────┘ 

(cf. Akmajian 1984:10) 
 
Concluding, Akmajian (1984:10) posits two intonation principles that restrict the syntax of the 

ARI. 

 
(45) a. The ARI may contain only one intonation centre preceding VP. 
 b. If there is an overt subject, it must form the intonation centre. 

 

 A major part of Akmajian (1984) is dedicated to the ARI predicate. In its maximal exten-

sion, the inflectional complex formed by the sisters AUX and VP (in a ternary-branching repre-

sentation) is generated by the following underlying PS rule, with affix-hopping (cf. Chomsky 

1957) computing the right surface word order89. 

 
(46) a. S → NPSubj AUX Neg VP[VPERF VPROG Vlex]  
 b. maximal extension: He could not have been going… 
 

The inflectional category AUX encodes tense and hosts modal auxiliaries, which explains why 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
87 Alternatively, he suggests that the C-layer is missing altogether. But cf. fn. 84 above on the theoretical adequacy of 

missing projections. 
88 Although Akmajian does not draw a clear distinction between topics and foci, subsuming any fronting operation 

under the notion of topicalisation, his observations still hold irrespective of the IS status of the fronted constitu-
ent. 

89 Abstracting away from φ-agreement, the PS of an auxiliary complex in a sentence like He has been going to the gym 
regularly has the initial form S → …AUX+PRES have+-EN be+-ING go…. Affix-hopping, capturing cross-serial de-
pendencies, has the single elements pass the affix they are associated with (e.g. the perfect with -en) on to the next 
element in the row (i.e. S → …AUX have+-PRES be+-EN go+-ING …), which can eventually be spelled out as …has 
been going…. In contemporary generative theory affix-hopping is instantiated by feature valuation/Agree (cf. 1.2.1, 
1.2.5). 
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neither tensed verbs, nor modals are compatible with the ARI, which is supposed to lack AUX 

(cf. p. 35). The other, non-modal auxiliaries (progressive be, perfect have; here, VPERF and VPROG), 

however, yield a rather infelicitous result, while bare (i.e. auxiliary-less) participial VPs pose no 

problem. 

 
(47) a. What! The rebels (?*havePERF) executed by the army so soon?! 
 b. What! Mary (?*bePROG) publishing her memoirs with Grove Press ?! 

(cf. Akmajian 1984:5, fn. 6) 
 
The fact that havePERF seems to vary in felicity suggests that the restriction on the occurrence of 

certain auxiliaries is semantic/pragmatic in nature, rather than syntactic, is: while positive havePERF 

is questionable, the quality improves considerably if havePERF is negated. 

 
(48) minimal context: You haven’t finished your homework, have you? 
 a. ?*Have finished our homework?! 
 b. ?Not have finished our homework?! 

(adapted from Akmajian 1984:11f.) 
 
Akmajian further stipulates that not only VPs can complement the subject, but also any other 

major phrasal category (i.e. AP, NP, PP), in which case a covert copula (beCOP) seems to be under-

stood (just as in (37)). 

 
(49) What! Bronsky (be) clever?! Ha. (AP) 
(50) Larry (be) a doctor?! What a laugh. (NP) 
(51) What! Mary (be) in the army?! It can’t be. (PP)  

(cf. Akmajian 1984:5) 
 
Crucially, however, beCOP is not supposed to be a merely optional element (as putatively some 

subjects are; cf. fn. (35)), but rather, Akmajian (1984:6) takes an overt beCOP (and any V in general) 

to induce an irrealis modal interpretation, whereas a verbless ARI, he argues, can express both re-

alis and irrealis modality. In my view, this distributional analysis of beCOP in the ARI overrates its 

semanticopragmatic capacity. In embedded non-finite contexts, for instance, the pres-

ence/absence of beCOP would arguably not make any semanticopragmatic difference: in I consider 

John (to be) an idiot, it is predicated of the subject John that he factually is an idiot – no matter if the 

copula is overt or not. Rather, I propose that non-verbal ARIs (i.e. the versions without be) like 

those in (49) should receive a small clause (SC) analysis, SCs encoding a secondary non-verbal 

predication90. The difference between SC-ARIs and ARIs containing a beCOP is mainly of syntactic 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 

 

90 SCs involve secondary predication, i.e. a verbless subject-predicate relation, which is approximately paraphrasable by 
a first order copular predication (i.e. with overt be). The prototypical syntactic structure at the root of the SC hy-
pothesis are complements to verbs of the consider and make type, e.g. as in I consider SC[him an idiot] (≈ I consider TP[him 
to be an idiot]), where the SC him an idiot is practically tantamount to an NP, i.e. the maximal projection of the sec-
ondary predicate D(P) ‘an idiot’, with the subject him in its specifier. Subsequently, other structures were subsumed 
under the SC analysis as well, among them the ARI.  

  In contemporary generative theory, the categorial (and thus conceptual) status of the SC node is debated, the 
two theoretical positions being as follows: Either SC is the maximal projection of the lexical head of the SC (i.e. 
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nature, their being semantically equivalent. However, verbless SC-ARIs considerably exceed ARIs 

containing an overt beCOP (or any other verb) in frequency of occurrence91. Accordingly, one 

might stipulate that they are preferred for the very fact that beCOP in its uninflected bare form is 

bereft of its primarily syntactic function, which is to overtly support tense (among other TAM- 

and φ-related information). Therefore, it might be concluded that SC-ARIs are preferred for eco-

nomic reasons, given that copular verbs do not have intensional meaning, but only establish a 

predication by existentially linking a subject with a predicate (cf. lat. copula ‘tie’). (For a more ex-

tensive discussion of the copula/SC alternation in ARIs, cf. 2.3.)  

 In sum, the structural characterisation of ARIs allows for the following approximate PS-

rule that generates them (i.e. my adaptation; strikethrough marks non-availability, brackets op-

tionality). 

 
(52) SARI → Comp (NPFOC) AUX XP, X={N, A, Vlex, P}, Vlex={VINF, (beCOP), VPRPRT, VPAPRT} 
  

 
 The concluding part of Akmajian’s study, as mentioned in the introductionary remarks of 

this section, argues against a one-to-one fit between the form and the function of sentences, i.e. 

against the conception that exactly one formal clause type matches with one pragmatic function 

in a homomorphic fashion. Instead, he argues, the different sentence types are composed of a 

limited inventory of formal means like the position/availability of AUX and their final intona-

tional contour (cf. Akmajian 1984:11ff). Consequently, Akmajian argues that ARIs and impera-

tives share a wide range of properties: an irrealis interpretation, lack of tense/modals, optional 

subjects, initial intonation centre, etc. (cf. Akmajian 1984:12f.). Both are generated by (52), with 

only some few ‘local’ features distinguishing them (e.g. the ‘optional’ imperative particle do(n’t); cf. 

Akmajian 1984:14ff.).  

 If I interpret it correctly, Akmajian’s proposal with respect to sentence typology essentially 

amounts to a dissolution of semantic mood (sentential Force), so that any syntactic clausal con-

figuration varying along two formal parameters – AUX (either initial, as in questions, in its ca-

nonical AUX/T-position, or absent) and final intonation (rising, falling) – is directly mapped 

onto a pragmatic-illocutionary force from a complementary system arising from the setting of 

those parameters (the so-called Formal Sentence-Type Schema92, construed as the interface be-

                                                                                                                                                      

 

the secondary predicate, as described above; cf. Stowell 1981, who advocates this position), or an SC is a TP, in 
which a covert predicator in T establishes a proper (i.e. a first order) predication involving a subject in [Spec,TP] 
and a predicate complement of T (as to the status of the latter, opinions differ). Blurring this difference, I use the 
term SC to refer to any verbless predicational phrase, where the internal structure of this phrase is for the time be-
ing irrelevant. Cf. Al-Horais (2007) for a brief overview. 

91 In fact, I have the impression that most instances of ARIs that I have encountered are non-verbal, mostly contain-
ing a subject complemented by an adjectival predicate. Of course, any stipulation about the frequency of ARIs ul-
timately needs empirical backup, but I think the intuition would prove to hold. 

92 It shall suffice to note that the combinatorial setting of the two parameters would yield six sentence types (two in-
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tween syntax and universal pragmatics). As a consequence, notions like imperative, alluding to illo-

cutionary and semantic meaning, would not bear, Akmajian argues, any relevance to a genuinely 

syntactic theory.  

 I refrain from going any deeper into Akmajian’s hypothesis of the ‘global’ uniformity (dif-

ferences only being ‘local’; cf. Akmajian 1984:18) of the imperative and the ARI that his schema 

entails, which just seems too simplistic in the light of the major advancements made in generative 

theory. Also, a rule like (52) would simply fail to capture more complex instances of ARIs and 

cross-linguistic variation – as shall become obvious. From a contemporary generative perspective, 

abstracting away from pragmatic indirection (which Akmajian himself explicitly does as well; cf. 

the introduction to this section), it goes without saying that the different formal clause types do 

indeed exhaust the same structural resources made available by CHL/UG: as laid out in 1.2.8, their 

differences are induced by operators (or corresponding conditions/criteria) that constrain and 

drive the derivation of a clause type (e.g. the optional subject of imperatives, or the attraction of a 

wh-phrase in interrogatives). 

 Concluding, apart from the valuable observations regarding the syntax of ARIs – especially 

its interaction with prosodic factors –, it is one particular assumption, rather left implicit by Ak-

majian, that I consider particularly worth emphasising: that ARIs qualify for a sentence type. An-

other aspect to keep in mind is the apparent connection of the ARI with SCs, a recurrent theme 

in the study of the ARI, as will turn out. 

 

2.3 Lambrecht (1990) 
 
The second work of reference dealing with the ARI that I consider in the present study is Knud 

Lambrecht’s (1990) quasi-reply to Akmajian (1984), an article titled ‘What, me worry?’ – ‘Mad Maga-

zine sentences’ revisited, where the ARI is referred to as Incredulity Response Construction (IRC). The 

study is grounded in the theoretical framework of Construction Grammar (CG)93 as it was laid 

out in the seminal work by Fillmore et al. (1988). CG is one of many cognitive-functional models 

that arose from the dissatisfaction of linguists working in Generative Semantics (GS) with the 

generative-transformational theory of the 1970s. CG advocates a unified model of grammar in 

which semanticopragmatic meaning is associated with the primitive grammatical objects of con-

structions, i.e. semiotically holistic, weakly compositional (cf. the discussion of idiomaticy below) 

morphological, syntactic, and phonological structures, which the abstract and maximally general 

                                                                                                                                                      
tonational contours times three AUX positions).  

93 Similar to the Minimalist program, the constructionist approach to grammar has spawned a variety of distinct, but 
related theories ever since its inception. Here, I refer to the theory of Construction Grammar (note the capitals) as 
it was originally conceived by Fillmore, Kay, and Lakoff in the mid-1980s (cf. e.g. Fillmore et al. 1988). 
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principles of generative linguistics are not (thought to be) able to capture. Unlike other cognitive-

functional theories of language, however, CG is still rather close to the formal pole of the func-

tionalism-formalism continuum of linguistic theory: although it is a monostratal94 (i.e. the levels 

of representation are not hierarchically ordered), non-derivational model (i.e. non-

syntacticocentric, but parallel-interactional), it is still a highly constrained and generative model of 

grammar (in the sense discussed in fn. 22). However, what clearly sets CG apart from generativ-

ism is its heavy reliance on language use and the different kinds of meaning (lexicosemantic, 

pragmatic, discursive) associated with it.  

 A central concept within CG is idiomaticity, paraphrasable as the degree of opacity with re-

spect to the compositionality of the meaning of a construction. According to categorial-

typological distinctions of idiomaticity (cf. Fillmore et al. 1988:504ff.), the ARI is a non-

transparent idiom, in that it is not reliably interpretable if not learned; it is an extragrammatical 

(vs. grammatical) idiom, in that it deviates from familiar grammatical rules; and, above all, it is a 

formal/lexically open (vs. substantive/lexically filled) idiom, whose semantic and pragmatic 

properties cannot be inferred from its form alone. Furthermore, as already noted by Akmajian 

(1984), it bears a specific pragmatic value, as opposed to e.g. the [the ADJcomparative, the ADJcomparative] 

construction (e.g. the earlier, the better). In sum, the constructionist status of the ARI is that of a 

non-compositional grammatical idiom, its meaning being conventionally associated95. 

 
 For a better understanding of the English ARI (E-ARI), Lambrecht (1990:219ff.) examines 

its German equivalent (G-ARI). 

 
(53) Der und einen Smoking anziehen?!  

that.one-NOM and a-ACC-MASC tuxedo put.on-INF 
‘Him wear a tuxedo?!’ 

 

Apart from the subject NOM case, which is the default case in German96, the G-ARI also differs 

from its English counterpart in allowing the subject and the predicate to be conjoined by und 

‘and’. Thus, a first approximation to the schematic structure of the G-ARI is [NPNOM und VPINF]. 

Similar to the E-ARI, the copula sein ‘be’ can be omitted as well. 

 
(54) Bronsky und schlau?! 

NP and AP 
‘Bronsky clever?!’ 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
94 A stratum refers to the levels of representation that are commonly assumed to exist in language: phonology, mor-

phology, syntax, semantics (at least). 
95 Since the present study is mainly concerned with a minimalist analysis of the ARI, I am forced to give an abbrevi-

ated and simplified outline of CG. Of course, constructionist approaches have elaborated equally sophisticated and 
explanatory models to describe language. In CG, generality and abstraction are achieved by the concept of inheri-
tance to capture how constructions are related to each other within a hierarchical network (of inheritance).  

96 Where it is rather the default case ACC of English that constitutes an exception. Cf. fn. 85. 

 40
 

 



     

 
(55) Larry und Arzt?! 

NP and NP 
‘Larry a doctor?!’ 

 

At first sight, these examples may seem inconsistent with the schema mentioned above since they 

do not seem to contain a VP, but rather another XP (AP, NP). Instead of positing the availability 

of different predicate XPs, Lambrecht suggests that in (55), the second constituent Arzt ‘doctor’ 

is really a copula-less predicate phrase (PredP ≠ VP), not an NP, since in German bare Ns (i.e. 

Ns without an overt determiner) are only licensed by copular verbs (as in Larry ist/bleibt/wird Arzt 

‘Larry is/remains/becomes a doctor’; cf. Lambrecht 1990:220). The optional appearance of beCOP 

(without a change of interpretation, contrary to Akmajian 1984) is easily translatable to my treat-

ment of non-verbal (!) E-ARI predicates as SCs (both VPs and SCs are predicational phrases; cf. 

p. 37). The schematic representation of the G-ARI would then be as follows (i.e. my adaptation). 

 
(56) G-ARI: [NPNOM und PredPINF] 

 

 As to the pragmatic/discourse function of the ARI, Lambrecht (1990:220) makes a crucial 

modification to Akmajian’s definition (cf. p. 32): the expression of incredulity is not directed at a 

situation or an event, but rather at the proposition expressed or implied in the preceding dis-

course, more exactly at “the pairing of a certain argument with a certain predicate in that proposi-

tion” (Lambrecht 1990:220). This pairing is referred to as the context proposition (cf. Fillmore et 

al. (1988:514). Accordingly, the ARI is a kind of incredulous quotation of interrogative-

exclamative form, whereby the difference between the context sentence and the ARI lies in the 

distinction between forms of use and of mention. The constituents ‘mentioned’ in the ARI (i.e. 

the subject and the predicate of the context sentence) are thus not sentential in the strict sense. 

This would explain the nominative NP and the infinitival VP since those are thought to be the 

syntactic default/quotation forms of the categories N and V in German (Lambrecht 1990:220; 

also cf. fn. 85). Furthermore, the “controversial pairing” of the mentioned context subject and 

predicate is iconically (i.e. isomorphically) mirrored in the conjoined coordinate structure of the 

G-ARI (cf. ibid.). Consequently, Lambrecht (ibid.) emphasises that the relationship between the 

ARI and its discourse function is one of motivation, not of necessity, which entails that the for-

mal expression of incredulity should vary cross-linguistically, he reasons, as indicated by the dif-

ferences between the G-ARI and the E-ARI (e.g. the conjunction).  

 As to the sentence-typological dimension, Lambrecht (1990:221) argues contra Akmajian, 

depriving the ARI of any proper propositional content “in the sense that it neither asserts nor 

presupposes the propositional content which is construable by associating the two conjuncts”. 

For the time being, it shall suffice to note that such a Fregean truth-conditional conception of a 
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proposition seems to be too narrow a definition to serve as a basis for sentence typology since it 

would a priori also rule out other sentence types like exclamatives or imperatives (cf. 1.2.8 for the 

more relaxed notion of propositional content). In determining the schematic structure of the 

ARI, not only does the preceding context proposition play a role, but also a conventionally asso-

ciated (overt or implied) follow-up utterance expressing an emotional judgement of “doubt, rejec-

tion, challenge, etc.” (Lambrecht 1990:222), the effect of which, Lambrecht argues, could not be 

produced by the ARI itself.  

 
(57) Der und einen Smoking anziehen?! Du hast sie wohl nicht alle! 

‘Him wear a tuxedo?! You must be crazy!’ 
(Lambrecht 1990:222) 

 
Lambrecht (ibid.) accommodates this dependency by proposing a complex intersentential topic-

comment structure, with the ARI proper forming the topic and the follow-up proposition ex-

pressing a comment about that topic97. The updated schematic representation of the G-ARI, 

which takes into account the information-structural (IS) observations, would thus be as follows 

(i.e. my adaptation). 

 
(58) G-ARI: [TopP[ NPNOM und PredPINF] Comment] 

 

Lambrecht (1990:222) points out a unique characteristic which distinguishes the TopP of the 

G-ARI from other topic phrases: one topic constituent (NP) designates a discourse element, 

while the other (PredP) refers to an attribute of that element. He takes the idiosyncratic topic 

structure to confirm the assumption that the ARI is a grammatical idiom (according to Fillmore et 

al. 1988:504ff.). 

 
[I]t is a fully productive syntactic pattern in which familiar syntactic pieces are unfamiliarly 
arranged and whose semantic and pragmatic properties do not follow from its form alone 
but must be stated as features of the construction (Lambrecht 1990:223).  

 
 In the last section of his article, Lambrecht (1990:223ff.) returns to the E-ARI, contrasting 

it with its German equivalent. A definition of the E-ARI as a particular kind of topic-comment 

construction would, Lambrecht posits, uniformly explain the formal properties as well as prob-

lematic aspects in Akmajian’s analysis. A crucial property of the E-ARI Lambrecht (1990:223) 

addresses is the reversibility of the two topic constituents. 
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
97 Strictly speaking, topic-comment is a clause-initial relation, and not an inter-sentential one. Form a syntactic point of 

view, it is established by a syntactic topic in [Spec,Top] and the TP in its scope serving as a comment; but it can 
also be reasonably argued that any subject-predicate relation forms a topic-comment structure (consequently, the 
former may be considered a higher order predication, while the latter is a first order predication). Be that as it may, 
I do not share the view of the ARI forming a topic-comment structure proper with its follow-up expression (at 
best, they exhibit dependencies on a textual, non-syntactic level, in which case the designation topic-comment would 
be infelicitous), a hypothesis that I will explicitly argue against in 3.2. 
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(59) Him wear a tuxedo?! > Wear a tuxedo, him?! 

 

Lambrecht (ibid.) attributes the reversibility to a general property of constituents in topic phrases, 

which allows them to be freely ordered, as in the following (attested) example (a slogan advertis-

ing a product by Damart, a manufacturer of thermal wear). 

 
(60) Cold, me?! Never! < Me cold?! Never! 
 

Lambrecht (ibid.) regards this feature as evidence that the ARI cannot be a sentential structure 

generated by the PS rule (52) since in English a subject NP may not follow a VP. Thus, analo-

gous to the schematic structure of the G-ARI (cf. (58)), with a comma instead of the conjunction 

und indicating arbitrary ordering here, the formal idiom structure of the E-ARI looks as follows 

(i.e. my adaptation). 
 

(61) E-ARI: [TopP[NPACC, PredPINF] Comment]] 
 

 Accordingly, Lambrecht (1990:224ff.) explains the idiosyncrasies of the E-ARI specified by 

Akmajian (1984) as follows: The ‘subject’ NP (actually part of a topic) is in the ACC case because 

in English, ACC is the default (i.e. unmarked) case for pronouns in non-argument position like 

Top. The absence of tense is explained by the pragmatics of the ARI: an “incredulous response 

does not concern the time at which the situation or event described in the context proposition 

takes place, but rather the abstract predicate-argument structure of [the] context proposition” 

(Lambrecht 1990:224). The absence of modals is attributed to the simple fact that modals in Eng-

lish do not have an infinitival form, but are bare verbs (i.e. MODAL-Ø, as opposed to German, 

which possesses genuinely infinitival modals, i.e. MODAL-en). Sentential adverbs are excluded be-

cause they express a speaker’s attitude towards a proposition, which, in Lambrecht’s view, ARIs 

do not contain (cf. above). The constraint on topicalisation (cf. (43)) is explained as an incom-

patibility between the pragmatic felicity conditions of topicalisation on the one hand and the 

situation of usage of the ARI on the other98. Lambrecht (1990:224, fn.7) does not offer an expla-

nation for the fact that topicalisation of the ARI with a covert subject seems to be acceptable (cf. 

(44)).  

 A major point of criticism is directed at Akmajian’s observations regarding the optionality 

of the subject (cf. (35)) and the copula (cf. (49) to (51)), which Lambrecht attributes to the ques-

tionable intention of establishing (phrase-) structural identity with imperatives. Emphasising the 

interdependency between the subject/topic NP and the infinitival predicate, Lambrecht 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
98 This restriction is not elaborated any further. Presumably, this is because Lambrecht considers the ARI proper to 

be topical in the first place, so that another (syntactic) topic would render the ARI infelicitous. 
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(1990:224f.) objects that “the NP may be missing only if there is no overt infinitive [i.e. in verbless 

SCs; N.W.] and the infinitive may occur only if there is an NP”. Lambrecht (1990:224) illustrates 

this correlative restriction on the basis of Akmajian’s example (35), contrasting it with a version 

preceded by a modified minimal context. 

 
(62) Why don’t you get a respectable job? – (Me) get a respectable job?! What do you think I am? 
(63) I hear you got a respectable job? – *?Get a respectable job?! What do you think I am? 

 

In Lambrecht’s (1990:224f.) view, the omission of the subject is possible in (62) only because the 

context predicate already is infinitival (get), and can thus be directly quoted. Accordingly, the sub-

ject cannot be omitted in (63) because there is no directly quotable infinitival context predicate, 

but only a finite/tensed one (got). Therefore, since the acceptability of the E-ARI is thought to 

ultimately depend on a formal feature of its context sentence, the optionality of the subject NP 

cannot be a property of the E-ARI itself. The same holds for the optionality of the copula, which 

itself depends on the presence of the ‘optional’ subject. Consider again Akmajian’s example (49) 

and Lambrecht’s (1990:225) version with an omitted subject. 

 
(64) What! Bronsky (be) clever?! Ha. 
(65) What! *Be clever?! Ha. 

 

Lambrecht (ibid.) interprets these correlative dependencies as evidence against the optionality of 

the ARI subject, and hence for the obligatory presence of both the NP and the infinitive. He ex-

cludes subject-less instances like (62) and other exclamatorily similar single-constituent utterances 

(e.g. A job?! or Clever?!) from the class of ARIs: they might well be possible replies to correspond-

ing context propositions, and might even bear an identical intonation contour, but they cannot be 

associated with the incredulous ARI interpretation since they may have alternative pragmatic val-

ues, e.g. a request for repetition (as in echo questions). Only an overt NP and a non-finite predi-

cate in construction with one another, forming a complex TopP followed by a comment, Lam-

brecht argues, trigger the incredulous ARI interpretation.  

 A last point discussed by Lambrecht (1990:225f.) is the constraint on expletive and ana-

phoric it to occur as subjects of the ARI, which Akmajian attributes to the prosodic condition 

formulated in (45). Unlike Akmajian, Lambrecht (1990:225f.) dismisses a purely prosodic con-

straint on syntactic structure, rather considering it to be motivated both by intonational and se-

manticopragmatic aspects (according to the general functionalist view of parallel levels of repre-

sentation, instead of hierarchical ones). Since the function of the ARI is to challenge its context 

proposition, semantically empty (i.e. dummy) elements are excluded on logical grounds. As to the 

restriction on anaphoric it, Lambrecht seconds Akmajian’s explanation that it cannot occur alone 
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as a single exclamatory utterance (of course, this no explanation, but a restatement of the fact that 

there is a constraint; cf. (37)). 

 In conclusion, Lambrecht (1990:226) rejects Akmajian’s conception of a one-to-one form-

function mapping device (i.e. the Formal Sentence-Type Schema) since, even though it may well 

be theoretically appealing, it fails to capture the large number of idiosyncratic form-meaning pair-

ings (i.e. idiomatic constructions), among them the ARI. Leaving behind notions like ‘sentence 

(type)’, Lambrecht considers the ARI to support a constructionist approach to syntax, with 

grammatical constructions forming a continuum of idiomaticity and/or markedness – from 

transparent transitives (i.e. [NP VP NP]), semi-transparent ARIs (i.e. [TopP[NPACC, PredPINF] Com-

ment]]), to non-transparent, opaque constructions (e.g. proverbs).  

 In my view, however, many differences between the accounts of the ARI put forward by 

Lambrecht (1990) and Akmajian (1984) can in principle be reduced to a perspectival difference in 

the levels of analysis the two studies occupy. Lambrecht’s observation, for instance, that topicali-

sation is illicit because of pragmatic felicity constraints (cf. p. 43) correlates with the syntactic ex-

planation of the licensing of topicalisation, so that it is merely a matter of the priority one attrib-

utes to a level of language (pragmatic vs. syntactic). As to other discrepancies, I hold the opinion 

that, by hypothesis, as long as UG can generate the ARI, it is familiarly and compositionally ar-

ranged (contrary to what Lambrecht states; cf. p. 42), and should consequently be both transpar-

ent (i.e. not idiomatically opaque) and cross-linguistically generalisable. The conjunction und ‘and’, 

for instance, which is assumed to support the grammatical idiomaticity and the language-

specificity of the ARI, actually occurs only in one subset of the G-ARI, while there exists an al-

ternative version without und ‘and’ (cf. Bücker 2007, 2008). Interestingly, a conjunctional ARI is 

also attested for earlier diachronic stages of English (e.g. A doctor, and not know such trifles!; cf. 

Bücker 2008:65ff.), which could make a cross-linguistic generalisation possible after all. At least 

for German, however, it seems that the two variants are not truly optional, as the following con-

trasts show.  

 
(66) a. Der und einen Anzug tragen?!  
 b. *Einen Anzug tragen und der?! 
 c. *Einen Anzug tragen, der und?! 
 
(67) a. Der einen Anzug tragen?!  
 b. Einen Anzug tragen, der?! 

 

The fact that ‘reversibility’ (i.e. topicalisation) is not possible in the conjunctional G-ARI (66) 

suggests that it is not the common Boolean coordinator und/and (cf. Potts & Roeper 2006:20) 

that conjoins the two phrases in ARIs (also, the conjuncts are of different categories, which is 
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normally disallowed in coordination99). It might be argued that this instance (type) of und ‘and’ is 

an overt functional predication operator in T (similar to a covert operator in SCs or the infinitival 

particle to; cf. p. 37) that establishes a predicational relation between the subject in [Spec,TP] and 

the predicate in its scope. Thus, given the language property of dislocation (i.e. movement), 

which is central to generativism, the reversibility of the two ‘conjuncts’, and constraints thereon, 

can be reanalysed as (constraints on) movement, with und ‘and’ blocking movement for some rea-

son (in bold; cf. p. 59 below on opaque domains).  

 
(68) a. [ [Einen Anzug tragen], TP[der VP[einen Anzug tragenTopP VP ]]]?! 
                                      └──────────────────────────┘ 
 b. [Ø TP[Der und VP[einen Anzug tragen]]]?!  

 c.* [ [Einen Anzug tragen], TP[der und VP[einen Anzug tragenTopP VP ]]]?! 
                                       └─────────────────Х────────┘ 

 
Also, I exclude the comment (the follow-up expression) as identified by Lambrecht (cf. (61)) 

from the structural description of the ARI. It is merely pragmatically (not syntactically) moti-

vated, as I will argue (cf. 3.2), and should thus rather be relegated to intersentential textual struc-

ture. Although the follow-up expression comments on the preceding ARI, it does not form a 

comment in the strict intrasentential sense – after all, in a text fragment like John wears a tuxedo. I 

can’t believe it!, it is the topic John and its comment wears a tuxedo that form a topic-comment struc-

ture proper, and not the declarative and the following exclamative, although the latter does com-

ment upon the former in some textual sense. 

 As to the putative omissibility of the subject (cf. (35)), Akmajian’s (1984:6f.) account is fa-

vourable over Lambrecht’s ultimately textual restriction based on quotability of the context tense 

(cf. p. 44). Akmajian observes that as long as the subject referent has control over the event 

(state, action) expressed by the predicate, the subject can be dropped, while in other ARIs, where 

the subject-referent is subject to (i.e. has no control over) the event, it may not be omitted.  

 
(69) a. Oh, you were able to get (yourself) a job? – (Me) get a job?! 
 b. I heard your mom wants you to get a job… –  Me get a job?!/*Get a job?! 

 

An investigation into the θ-semantics of the subject and an analysis of the argument structure of 

different verb classes that can occur in ARIs might illuminate the matter. In sum, assembling the 

fragments produces a rather coherent, yet still somewhat vague, picture of the ARI, be it in Eng-

lish or German, insofar as many of its ‘idiosyncrasies’ may well be captured by general syntactic 

principles. 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
99 At least, coordination of two conjuncts of different categories is much more deviant than that of equicategorial 

ones (e.g. ?*I want CP[that you fuck off] and DP[a beer]). 
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 A final note: Interestingly, in Lambrecht (2001:1062f.), where the ARI is likened to multiple 

dislocation constructions (i.e. the topic constituents are dislocated to the left from their position 

in the actual core sentence, which is intended to be the follow-up expression), the ARI is de-

scribed as a form conventionally associated “with a specific kind of speech act” (ibid.), which 

practically amounts to its constituting a sentence type. 

 

2.4 Etxepare & Grohmann (2002ff.)100 
 
Apart from occasional mentions (e.g. Lasser 1997, Schütze 1997; cf. 2.1), the ARI has not re-

ceived any thorough treatment in contemporary generative linguistics. It was only recently that a 

more comprehensive analysis of the ARI has been put forth in a series of papers by two linguists, 

Kleanthes Grohmann and Ricardo Etxepare (cf. fn. 100 below), who work in a minimalist frame-

work. As mentioned in 2.1, I have adopted their designation for the root infinitive under investi-

gation: Adult Root Infinitive. The restrictive attribute Adult differentiates the ARI from a for-

mally similar child language phenomenon, the Child Root Infinitives (CRI). Accordingly, before 

outlining E&G’s analysis of the ARI, I will briefly review how CRIs are dealt with in generative 

theory. Eventually, the CRI will serve as a reference point for the development of my own analy-

sis of the ARI. For the time being, it should be kept in mind that, despite the apparent similarity 

suggested by their designations, it remains to be established to what degree (or if at all) the ARI 

and the CRI are really related, be it syntactically, semantically or pragmatically. 

 

 CRIs optionally occur in root contexts during an early stage in child language where the 

corresponding adult grammar would require finite structures. This stage is referred to as the Op-

tional Infinitive Stage (OIS; cf. Wexler 1994). It roughly begins with the Earls Multi-Word Stage 

(EMWS) at the age of 1;6 (read: one year and six months) and lasts maximally into the Later 

Multi-Word Stage (LMWS), i.e. until the age of 2;4 approximately (cf. Avrutin 1999:132)101. 

 
(70) Baby eat cookies. 

(Avram 2002:4.1.4.2.2) 
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
100 For convenience, the collaborative work of Kleanthes Grohmann (G) and Ricardo Etxepare (E) that deals with 

the ARI will be collectively referred to as E&G (2002ff.), or only E&G, where their work as a whole is relevant; 
otherwise, the individual studies, comprising E&G (2002, 2005, 2007) and G&E (2003, 2006), are referred to in-
dependently. 

101 The periodisation of CLA is as follows. 
 

(i) 0;0 - 1;0: prelinguistic stage, e.g. Oogh 
1;0 - 1;6: single word stage (SWS), e.g. Apple 
1;6 - 2;0: early multi-word stage (EMWS), e.g. (I) want apple 
2;0 - 2;6: later multi-word stage (LMWS), e.g. I want to have an apple 

(cf. Avram 2002:4.1.1) 
 

 47
 

 



     

(71) Thorstn das hab’m. – German  
 ‘Thorsten have this.’ 

(Wexler 1994) 
 
CRIs constitute one of the most prominent research topics in the study of CLA. For one, it is ar-

gued that their lack of inflection/agreement is bound to reflect the process of language acquisi-

tion itself, thus providing insight into the linguistic knowledge of children, but also into perform-

ance-related issues, e.g. the possibly higher processing cost of finiteness versus non-finiteness. 

Consequently, the different approaches to CRIs all have in common the assumption of some 

deficit in child language, be it competence- or performance-related. This is a reasonable assump-

tion, since the infrequency of ARIs in adult speech, as compared to other sentence types (declara-

tives, interrogatives, etc.)102, incidentally suggests that children are unlikely to acquire the CRI 

from linguistic input, as it is advocated by usage-based theories of language learning (cf. e.g. 

Tomasello 1998). Moreover, in my view, ARIs and CRIs do not have too much in common ex-

cept for their similar surface syntax in the first place (cf. the discussion in 3.3 for a detailed expo-

sition). 

 Generative theories of Child Language Acquisition differ substantially according to which 

kind of continuity relation they presuppose between an initial child grammar and its correspond-

ing adult target grammar, i.e. how much of functional clause structure (CP > TP > VP) as well as 

other UG principles (X’-syntax, θ-theory, etc.) is thought to be in place at the beginning of acqui-

sition (the following outline is based on Avram 2002: ch. 4). In the present context, I focus on 

gradual development (i.e. weak continuity) theories, in which some UG principles are taken to be 

available (i.e. innate), while others have yet to be somehow developed103. Approaches of this type 

assume that at the beginning of language acquisition no functional projections are available, and 

only some particular UG principles (e.g. the X’-syntactic scheme XP[Spec X’[X Comp]]) that con-

strain the derivation of lexical items (conceptually necessary to prevent ‘wild grammars’, in which 

just anything would be permitted, e.g. quinary branching). Consequently, expressions in early 

child language constitute syntactic structures reduced (i.e. with respect to corresponding adult 

sentences) to some low projection below TP (most probably i.e. VP), with the higher, functional 

projections becoming only gradually available later in the course of language acquisition (e.g. CP 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
102 Admittedly, I rely on my intuition (and that of other people I consulted on this particular matter) when I ascribe a 

low frequency of occurrence to the ARI – a stipulation which, of course, would require empirical backup. How-
ever, I strongly believe that the assumption of a discrepancy between the frequency of ARIs and that of other 
sentence types is by no means an unreasonable one. 

103 I do not take into consideration discontinuity approaches, which assume that no principles are available to a child 
at the onset of language acquisition. Also, although a relevant alternative, I refrain from discussing full compe-
tence approaches (cf. e.g. Hoekstra & Hyams 1998) for lack of space. These assume that all principles of UG, and 
hence the whole HoP, are fully available from the outset of language acquisition, the differences with respect to 
the adult target language being due to processing limitations, lack of (pragmatic, encyclopaedic, lexical) knowledge 
and/or, crucially, an underspecification of functional categories (e.g. there is no [uφ:] probe available in T, which 
would be necessary in order to establish SVA in finite sentences; cf. 1.2.5 on SVA). 
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< TP < vP < VP). The assumption common to the various approaches of this kind is some con-

cept of maturation or graduality in the acquisition of functional structure.  

 Radford’s (1995) structure-building account posits that early syntactic structures (i.e. from 

1;6 until 2;0) are minimal lexical projections104, i.e. SCs (the Small Clause Hypothesis; on SCs, cf. 

p. 37 and the discussion to follow  in 3.3) of the form SC[Y [V [Z]]], with higher functional projec-

tions (CP, TP, etc.; also DP) completely missing from early child grammar. The SCs are X’-

theoretically proper phrases (NP, VP, AP, PP), held together by thematic relations (after all, VP is 

the θ-domain; cf. 1.2.4). This is why a CRI like (72) is thought to involve only lexical categories, 

projecting the argument structure of a non-finite verbal element V[-FIN].  

 
(72)  

 
 

For the subsequent stage (2;0 until 2;6), when TP and CP gradually develop, and, accordingly, fi-

nite verbs (and related TP/CP-phenomena) occasionally crop up, Rizzi (1994) proposes a trunca-

tion phrase, where the already developed TP/CP structures may still be optionally truncated (i.e. 

reduced) to a bare VP as described in (72) (hence, the Optional Infinitive Stage). Since there are no 

functional projections available in the CRI (as it is conceived of here), no information concerning 

the tense and the force of an utterance can be syntactically encoded to provide a grammatically 

mediated interpretation. Rather, child language appears to rely heavily on discursive-contextual 

factors to supplement interpretation. Discourse-based interpretation is also what alternative ap-

proaches (i.e. assuming full competence; cf. fn. 103) are ultimately based on: CRIs are assumed to 

project full CPs, but some property or category crucial to the licensing of morphological and se-

mantic finiteness is underspecified or defective (e.g. T or only [uφ:]), which is why the CRI must 

be interpreted for tense etc. on a discourse basis (cf. e.g. Hyams & Hoekstra 1998).  

 

With respect to ARIs, the major question that arises from the study of CRIs is to which 

extent the two structures really do share any commonalities – and whether they do so at all (an 

issue briefly addressed above). Although it is controversially discussed within the CLA literature 

whether the interpretation of the CRI is constrained to a particular kind of meaning (modal, tem-

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
104 Cf. the Minimal Projection Principle (MPP): “Syntactic representations are the minimal projections of the lexical 

items they contain which are consistent with grammatical and lexical requirements” (Radford 1995). 
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poral, aspectual, etc.), or whether it is polysemous for its flexible, discourse-oriented interpretabil-

ity, many studies seem to misconceive of the ARI: they simply equate it with the CRI (e.g. Hoek-

stra & Hyams 1998)105, mistaking the relative infrequency ARIs for a reflection of the tension be-

tween discourse-based interpretation preferred in child language and grammatically-governed in-

terpretation favoured in adult language. In my view, it is evident that the CRI and the ARI are 

not merely semanticopragmatically identical versions of one and the same syntactic phenomenon 

in different stages of a grammar (child > adult). Rather, what they share is merely one stage in a 

derivation, namely the non-finite thematic vP (i.e. a formal property). However, while the deriva-

tion of the CRI is complete at this point (at least according to the theory of CRIs discussed 

above, around (72)), and eventually spelled out as a kind of verbal SC, there is no principled rea-

son to assume that the derivation of the ARI stops here as well. Indeed, the very fact that a CRI 

can stand for (≠ is identical with) just any sentence type of an adult grammar (thus the ‘optional-

ity’ during the OIS), whereas the ARI occurs with a very specific, restricted pragmatic meaning is 

indicative of their substantially different nature in spite of their apparent superficial similarity. 

Even if one adopted a theory of CRIs that does not rely on a reductionist account à la Radford 

(1995) and Rizzi (1994), rather assuming children to have virtually full competence, the latter ar-

gument would still hold.    

As a final note, it should be mentioned that structures functionally analogous to both the 

CRI and the ARI (in the sentence-typological sense), but structurally varying from them with re-

spect to the inflectional status of the verb, appear to exist in languages for which no CRI/ARI 

proper is attested. Bulgarian, for example, which does not possess any infinitival form, seems to 

have an adult root subjunctive106 instead, expressing the same pragmatic value as ARIs do (i.e. in-

credulity). Other languages like Spanish or Italian, while possessing ARIs (cf. the discussion to 

follow), do not have a CRI for other reasons (probably related to the richness of agreement mor-

phology; cf. e.g. Rizzi 1994); instead, they seem to have something that could be dubbed child 

root participials. This is why the label RI should actually be revised to something like root non-

finites (RNFs; cf. Rus 2007) in order to adequately capture the phenomenon across languages (or 

even another, less syntacticocentric term given that e.g. subjunctives are finite). Nonetheless, I 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
105 To be fair, it is rather the case that some linguists neglect the pragmatic capacity of the ARI (i.e. the expression of 

a very specific kind of illocution, namely incredulity), only treating the syntactic dimension of the ARI (and the 
CRI). As a consequence of this rather superficial approach, a conflation of the two is ate least comprehensible, 
but ultimately inadequate. 

106 Cross-linguistically, subjunctive mood in root contexts is no rarity (e.g. in the French optative Vive la France!). In-
cidentally, the Bulgarian example nicely illustrates how different grammatical means are employed to fix different 
sentence types, within and also across languages. While, for example, a language like French uses the verbal mood 
subjunctive to fix the sentence type of optative (‘wish’), Bulgarian might use it to fix its counterpart to the English 
ARI.  
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will maintain RI for convenience because the relevant languages in the present study all involve 

an infinitive107.  

With this sketch of CRI theories as a point of departure, the remainder of the section will 

turn to the minimalist analysis of the ARI as put forth by E&G.  

 

 Although E&G cover a variety of Germanic and Western Romance languages in their 

works (focussing on Spanish and English as representatives), I will limit my presentation of their 

cross-linguistic analysis of the ARI to English language, with occasional digressions into other 

languages for illustrative purposes. As a preliminary, it should be mentioned that E&G’s analysis 

eventually results in a classification of the examined languages into two groups, Group I (Spanish, 

Galician, Catalan and Italian) and Group II (English, German, French, as well as European and 

Brazilian Portuguese), which differ in the availability of left-peripheral phenomena (i.e. topicalisa-

tion etc.): Group I allows for a restrictive number of left-peripheral phenomena, while Group II 

does not permit them at all.  

For a first approximate syntactic characterisation of the structure of the ARI, E&G investi-

gate their compatibility with certain types of adverbs, using an adverb hierarchy like that pro-

posed by Cinque (cf. 1.2.7) as a diagnostic to determine which functional projections must be 

available, and which may be absent/inactive (cf. E&G 2003:205). As it turns out, aspectual (usu-

ally, often), root modal (necessarily, inevitably)108, and subject-oriented (willingly)109 adverbs can occur 

in ARIs, whereas modification by epistemic (probably) or other speaker-related (frankly) adverbs 

yields ungrammatical sentences.  

 
(73) a. Mary usually get up at 6 am?! – aspectual 
 b. Peter inevitably buy that?! – root modal 
 c. Me willingly buy that?! – subject-oriented 
 d. *Mary probably buy that?! – epistemic modal 

(cf. G&E 2005:130) 

 
Since epistemic modals are speaker-related adverbs, licensed by a modality-related category in the 

low C-domain (i.e. Moodepistemic; cf. (25)), while aspectual, subject-oriented, and root modal ad-

verbs are positioned in the lower vicinity of the clause (TP > vP), it is safe to assume that the ARI 

projects at least to TP, but probably not any further into the C-domain. As supplementary evi-

dence, provided that AspP (usually) and ModP (inevitably) both are higher than vP (according to 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
107 I abstract away from the issue discussion whether the English infinitive really is one morphologically (i.e. V-INF), 

or whether it is rather a bare verb (V-Ø). 
108 Root modality refers to the non-epistemic ‘root sense’ of modals/adverbs, more or less coinciding with the no-

tion of deontic modality.  
109 Subject-oriented modality is instantiated by adverbs (inter alia) that ascribe a property to the clause subject.  
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the HoP and Cinque’s hierarchy110), but the surface subject precedes the adverbs (Mary > usually), 

it is reasonable to assume that subject movement from [Spec,vP] to [Spec,TP] occurs in ARIs as 

well. The modifiability by adverbs, then, lends support to the following structure for ARIs, where 

Mod represents root/deontic modality and Asp grammatical viewpoint aspect.  

 
(74) TP > ModP > AspP > vP > VP 

 

 As the incompatibility with C-related adverbs (e.g. probably) suggests, English shows heavy 

restrictions on left-peripheral phenomena. 

 
(75) a. *John, Peter laugh at John?! – topicalisation (derived) 
                             └─────────────────┘ 

 b. *BROCCOLI, him buy broccoli?! – focalisation (derived) 
                  └─────────────────┘ 
 c. *[The elections]i, Schröder win themi?! – left dislocation (base-generated) 

 (cf. E&G 2003:208ff.) 
 
This ungrammaticality of operations exhausting the left periphery suggests that in English the C-

domain is not accessible for some reasons (absent or completely defective), contrary to Group I 

languages, where all but focalisation seems to be permitted (the Spanish examples in (76) are ba-

sically a word-by-word translation of (75)). 

 
(76) a. De Juan, reirse Pedro de Juan?!  – topicalisation 

                                     └──────────────────┘ 
 b. *BROCCOLI, comprar él broccoli?! – focalisation 

                                                └───────────────────┘ 
   c. [Las ellecciones]i ganar-[las]i Schröder?! – CLLD (clitic left dislocation) 

(cf. G&E:2005:130f.) 
 
CLLD (cf. (76)) is possible only in languages which have an elaborate clitic pronoun system, just 

like some of the Western Romance languages (Spanish, Italian) of Group I. Following Uriagereka 

(1995), E&G identify a category F low in the C-domain, associated with point of view/speaker 

perspective, that can, inter alia, host clitic pronouns (in its specifier)111. Clitics are weak pronouns 

that are closely bound to another constituent (i.e. cliticised). They are considered deficient in their 

φ-features, in particular in PERSON, due to phonetic erosion processes: clitics are for the most 

part weak pronouns composed of [l] in combination with a weak, schwa-like vowel, and thus not 

easily distinguishable. To compensate for their deficiency, they can be provided a discourse-

linked interpretation in the C-domain, in F, where they move either overtly, or covertly. 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
110 Although I am simplifying here, the ModP and AspP motivated by the split-IP hypothesis (cf. 1.2.5), i.e. by aspec-

tual and modal auxiliaries (e.g. beprog and must), can be approximately equated with the corresponding functional 
heads Modnecessity and Asphabitual of the Cinque hierarchy (cf. 1.2.7).  

111 It should be noted that, actually, F was originally intended to be merely a placeholder for ‘F(urther functional 
category)’ in Uriagereka (1988), whose descriptive label ‘point of view’ was meant to be a cover term for all left-
peripheral, speaker/discourse-related phenomena (theme, rheme, perspective, etc.). A more detailed discussion of 
this point follows in 3.5.  
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 The ACC case that the ARI subject is marked with in English is only addressed briefly in 

E&G (2001:206f.). Essentially, they identify the subject case of ARIs with that of the citation 

form of a language, which in turn is related to some kind of default or unmarked case (basically 

the same observation as that of Akmajian and Lambrecht; cf. fn. 85). In most Indo-European 

languages the default/unmarked case is NOM (hence nominative, derived from lat. nominare ‘(to) 

name’), but obviously, English, which has ACC as a default, is the exception to the rule112. The 

ACC case idiosyncratically occurs (at least) in the following heterogeneous group of syntactic en-

vironments (cf. Schütze 1997). 

 
(77) a. Him/*He tired, they decided to camp for the night. – adjunct SC 
 b. It was us/*we. – predicate nominal 
 c. Me/*I, I like beans. – left dislocation 
 d. Us and them/*We and they are gonna rumble tonight. – conjoined subject 
 e. Me/*I too. – ellipsis 

(cf. Schütze 1997:53) 
 
E&G take into consideration a default mechanism (as proposed by Schütze 2001113) that can 

handle not only structural case, but also other unvalued formal features, but do not elaborate this 

proposal any further. In any case, I do not think that the mere observation that ACC-marked 

DPs occur in contexts with no obvious case-assigner available justifies treating all the contexts in 

(77) alike, i.e. associating all with a default case mechanism that generates an ACC-marked sub-

ject, aprioristically excluding alternative approaches (at least as to the subject of the ARI) such as 

a covert case assigner (an alternative I will pursue in 3.3). While this is not at all meant to under-

mine the default case hypothesis, which indeed seems a valid account of some of the syntactic 

contexts in (77), I propose to draw a dividing line between minimal environments where the de-

fault case surfaces (ellipses, conjoined nominals, dislocations), and clausal environments (ARIs, 

gerunds, SCs including appositives and predicative complements) where ACC-marking might be 

motivated otherwise.  

 With these basic observations as to the clausal syntax and the subject case of the ARI out-

lined, I will now, for expository reasons, first turn to E&G’s semantic analysis of the ARI, before 

I will proceed to discuss further syntactic properties. 

 

 Although the present study’s primary intention is to provide a syntactic analysis of the ARI, 
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
112 To put the ‘exceptionality’ into perspective, it should be noted that default case is subject to diachronic change 

just like many other linguistic phenomena are (E&G 2006:207, fn. 8, referring to Lightfoot (p.c.)). Thus, Visser 
(1963:237ff.) identifies the default case in earlier stages of English as NOM. 

113 Schütze operates in the generative subtheory called Distributed Morphology (DM). DM is a non-lexicalist theory, 
which allows for morphological processes not only in CHL (as Chomskyan linguistics does, in addition to morpho-
logical processes in LEX; lexicalist theories, on the other hand, assume lexical-morphological deriva-
tion/inflection to happen in LEX exclusively), but also post-syntactically (so-called late insertion, i.e. lexical inser-
tion after Spell-Out/at PF), a mechanism which, among other things, provides/complements unvalued features 
(e.g. default case) with a default value – hence, ultimately with a concrete morphophonology.  
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it would be unreasonable to completely ignore (or only touch on) its semantic properties (let 

alone the pragmatic ones), because, as is about to become clear, it is the semantics of ARIs that 

provides further evidence for yet another extension of their structural description. The basic ob-

servation regarding the meaning of ARIs that E&G take as their point of departure can already 

be found in Akmajian (1984:6): ARIs represent hypothetical events (i.e. they have some kind of 

irrealis modal meaning), and the speaker producing an ARI is not committed to the 

truth/existence of the event. This is reflected, E&G reason, in the lack of assertoric force114 in 

ARIs, which is assumed to be provided only by a Coda (i.e. Lambrecht’s follow-up expression)115. 

In this sense, ARIs are indefinite descriptions of an event (cf. 1.2.10 on the parallel between 

clausal finiteness and nominal definiteness). For illustration, consider the indefinite status of bare 

infinitival complements of verbs of perception, which lack (assertoric) force as well and which 

are formally quasi-identical with ARIs (lack of finite inflection, ACC Subject). 

 
(78) I saw TP[him leave]  

∃(e) [leave(him,e)]i I saw ti 

 ‘For some event of him leaving, I saw it.’ 
(cf. E&G 2005:132) 

 

In contrast, the finite equivalent to the clausal complement in (78) (i.e. I saw CP[that he left]) would 

have a definite description of the event it denotes, approximately ‘For the event of him leaving, I 

saw it’ (abstracting away from the actually crucial factor tense/time). This formal semantic analy-

sis is, E&G argue, accordingly extensible to ARIs.  

 
(79) Him leave!? – RI 
 ∃(e) [leave(him,e)] 
 ‘There is some event of him leaving.’ 

(cf. E&G 2005:132) 
 
From a (semantico)syntactic point of view, the semantic indefiniteness of the event is a result of 

the event variable carried by v (i.e. the Davidsonian [e]; cf. 1.2.10) remaining unbound: for an 

event to be definite, i.e. to be anchored in space and time, an operator in the C-domain116 must 

bind [e] (or, put differently, saturate the event argument), which would simply not be possible 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
114 From a pragmatic point of view, an assertion is a speech act that commits a speaker to the truth (factivity) of the 

proposition contained in a sentence. Such a sentence has (illocutionary/sentential) assertoric force, and is proto-
typically formally realised as an indicative declarative clause type (cf. 1.2.8 on sentence types).  

115 Not wanting to jump ahead, I still feel compelled to object that E&G’s preconception of the ARI (i.e. the whole 
structure ARI plus Coda) as if it would a priori have to be categorised as an assertion or as containing assertoric 
force is by no means a necessary or even really plausible one. The force of the ARI, whatever its nature may turn 
out to be, seems much more similar to, for instance, exclamatory/exclamative force, rather than assertoric force. 

116 In 1.2.10, the operator was identified with the existential operator ∃ residing in T (following Higginbotham 1985). 
Given the clausal topology elaborated so far, however, it makes much more sense that existential closure (cf. fn. 
76) or other similar semantic/pragmatic phenomena related to the anchoring of an event are instantiated within 
the discourse/speaker-related C-domain, which is why a potential binder of [e] (e.g. a Force operator like [Decl], 
morphologically realisable by that) should rather be located within the C-layer.. 
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given a missing C-layer. For some reason (by hypothesis, because of the absence of a C-layer), 

[e]-binding cannot be achieved in ARIs, which is why they constitute unsaturated/indefinite ex-

pressions. Drawing another parallel to the nominal domain makes the notion of (in)definite 

events clearer (cf. Hoekstra & Hyams 1998:98f.): Definite (‘finite’) DPs ultimately establish refer-

ence via a definite D, prototypically realised as the (but cf. 1.2.3 for other Ds, including definite 

null Ds). Non-specific indefinite and bare nominals (e.g. mass nouns, generic a), on the other 

hand, behave analogously to ARIs in the clausal domain in that they remain unanchored (e.g. I 

love beer or I want to have a sandwich), producing an indefinite ‘some N’ reading. What should be 

kept in mind from these considerations is that the finiteness of clauses somehow correlates with a 

semantic characteristic of clauses that has been linked to the interrelated concepts of definiteness, 

saturation, and anchoring of events. 

 Formally, E&G implement these observations as follows: The expression of incredulity 

conveyed by ARIs is attributed to a covert operator R (adopted from Zanuttini & Portner’s 2003 

analysis of exclamatives) that induces a specific semanticopragmatic effect referred to as widening 

(actually intended to be a kind of sentential Force; cf. fn. 117). What R does is widen the domain 

of quantification of the event in its scope, similar to quantifying operators like all or some, which 

widen the referential domain of an N in their scope (i.e. a (man) refers to one entity, while some 

(men) evidently refers to more). The (set-theoretic) function of widening is to denote a presup-

posed set of alternative propositions: R contrasts an abnormal/unexpected event, which is ex-

pressed overtly by the ARI, with a presupposed set of normal/expected situations. In this sense, 

ARIs (and exclamatives) introduce a conventional scalar implicature: the event they denote lies at 

an extreme end of a scale of events, which is contextually given (in the common ground/shared 

knowledge). To illustrate this, consider the following examples.  

 
(80) John reads everything! – exclamative 
(81) John read a book?! – ARI 

 
In the exclamative (80), R adds an abnormal/unexpected event ‘read everything’ to the set of 

situations denoting what John normally eats (e.g. ‘(only) eat fish and chips’). In the ARI (81), R 

widens the set of situations representing what John typically reads (‘read newspapers, magazines, 

etc.’) by the abnormal/unexpected situation of him reading a book. It is this contrast produced 

by R that creates the pragmatic expression of incredulity. However, the crucial difference be-

tween exclamatives and ARIs concerns the factivity of their propositions: while exclamatives are 

factive, ARIs are non-factive (cf. their irrealis value)117. 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 

 

117 In their research, Zanuttini & Portner (e.g. 2003) pursue a compositional approach to sentential Force, meaning 
that a specific Force is actually composed of several other meanings/operators. Thus, the force of exclamatives is 
the result of two semantic operators interacting: a factive operator F that marks the proposition in its scope as 
true and an operator wh that denotes an alternative set of interpretations. E&G (2005:133ff.) extend wh to the 
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 Following semanticosyntactic theory as elaborated by Heim (1982)118, E&G use the quanti-

ficational properties of R (i.e. widening) to motivate a tripartite syntactic structure, which is even-

tually (i.e. covertly at LF) mapped onto a corresponding tripartite semantic structure typical of 

quantifiers in a homomorphic fashion. On these grounds, they attempt to give an account of the 

connectivity that is assumed to hold between the ARI proper and its Coda, consequently positing 

a syntactic macrostructure containing both. I will not be able to delve too deep into their line of 

argumentation, both for reasons of space and for relevance (ultimately, I do not adopt their pro-

posal anyway; cf. 3.2). However, in order to be able to grasp their conception, a minimum of ex-

plication as to what quantificational tripartition is and what it has to do with ARIs (or rather, with 

R) is necessary. Tripartite structures representationally unify different kinds of quantification, the 

more commonly known D-quantification (e.g. every, no, some, etc., which quantify over nominal 

referents), and less concrete types like Adv-quantification (e.g. aspectual adverbs like usually, 

which quantify over verbal referents, i.e. events; cf. 1.2.10 on events). How exactly different types 

of quantification can produce the approximately same quantificational relation is shown by a 

quasi-synonymous sentence pair like Men usually like to drink beer, as opposed to Most men like to 

drink beer. Quantifiers (= quantificational operators) of all kinds induce a semantic tripartite struc-

ture of the following kind.  

 
(82)  

 
(cf. Partee 1991:4) 

 
The domain of quantification of the operator (usually, most) is limited by a restrictor (men) (put in-

formally, the quantifier seeks an expression over which it can quantify), before both are mapped 

into a nuclear scope (essentially what is predicated of the quantified restrictor expression). The 

semantic details of quantification are not immediately relevant to the understanding of E&G’s 

analysis. Rather, the crucial point is that covert syntactic structure (i.e. post-Spell-Out) is assumed 

to homomorphically map onto the logical semantic structure of quantificational tripartition as 

represented in (82). Following Diesing’s (1992) Mapping Hypothesis, the nuclear scope is 

mapped to the V-domain, the restrictor to the Infl-domain, and the operator to the C-domain119. 

                                                                                                                                                      
ARI, translating it into the operator R (a careful reading of Zanuttini & Portner (i.e. 2003:16) shows that R is ac-
tually only a provisional generic operator). Unfortunately, E&G remain tacit on what they themselves consider 
widening/R to exactly be – only some semanticopragmatic property induced by R, or the Force itself of the ARI?  

118 The concept of tripartite structures was originally introduced by Heim (1982) and made prominent by Partee 
(1991ff.). It had emerged from a unifying approach to late Prague school studies on topic and focus structure 
(Hajičová, Sgall), work on focus-sensitive constructions (Kratzer, Krifka, Rooth), and the more traditional analy-
sis of quantificational structures in formal semantics (Heim, Kamp). 

119 Incidentally, the Mapping Hypothesis implies that an operator that is not base-generated in the C-domain has to 
move there covertly at LF for interpretive reasons. 
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(83)  

 
 
G&E’s (2007:3) conception of the ARI as a syntactic, macrostructural exclamation phrase ExclP 

is supposed to match the quantificational tripartition induced by R: the ARI proper and its Coda 

are attached to a common root (cf. G&E 2007:3), which is the maximal projection ExclP of the 

widening operator R in Excl.  

 
(84) a. ExclP[ARI [R Coda]] 
 b. 

 
 
 This tripartite X’-scheme (i.e. XP[Spec [X Compl]) is taken to be the simplest configuration 

that can capture the macrostructural dependency between the ARI and its Coda. Empirical 

backup for this construal of the ARI comes from connectivity effects (i.e. syntacticosemantic de-

pendencies exceeding the clausal – but not necessarily the sentential – boundary) that can be ob-

served to hold between the ARI and its Coda. For instance, if there is an NPI120 in the ARI, the 

predicate in the Coda must be able to license it, otherwise an inappropriate Coda is generated.  

 
(85) a. Me buy anythingNPI in that shop?! ??Of course/??Okay/??Sure! 

b. Me buy anythingNPI in that shop?! I doubt it/Never/No way! 
(cf. G&E 2005:133f.) 

 
However, the putative connectivity effects indicated by NPI-licensing are not all that conclusive 

evidence for a macrostructural ARI, as I will more explicitly argue in 3.2. Moreover, I principally 

find E&G’s theoretical decision to adopt a structural description of the ARI as presented in (84) 

rather contrived (and thus rather laborious to comprehend). To name but one issue, the theoreti-

cal status of a category like Excl(P) is far from evident. Are textual macrostructures that contain 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
120 NPI is short for negative polarity item. NPIs are inherently negative items like any or at all that have to be licensed 

and bound by another (explicitly or inherently) negative item (e.g. sentential negation not, interrogative operator, 
or negative pronouns/Ds like no one, no or nothing, verbs like doubt) c-commanding them. 

 
  (i) a. I don’t want to hear any excuses. 

 b. I want to hear (some)/*any excuses.  
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more than one sentence theoretically desirable at all? Could it be that the ExclP, i.e. ARI plus 

Coda, is to be construed as a genuine complex clause (a stipulation that I would find hard to 

comprehend)? Why is the ARI generated in the specifier of ExclP? What is the syntactic nature 

of the Coda? Are there really selectional restrictions between R and the Coda requiring the Coda 

to be exclamatory (very doubtful given rather unexclamatory Codas such as I doubt it), or can just 

any sentential form fulfil the role of a follow-up expression? Is the Coda even obligatory? Does 

every exclamatory clause (i.e. every clause containing R) project an ExclP, rather than a CP (be it 

split or not), the generally assumed locus of sentential Force? To my knowledge, neither linguists 

assuming a ForceP (e.g. Rizzi 1997), nor those promoting a compositional approach to sentential 

Force (e.g. Zanuttini & Portner 2003, from which E&G adopted their idea) would grant an ex-

ceptional syntactic status to exclamatory clauses. However, although I believe that the empirical 

coverage achieved on the basis of a quantificational tripartition account can also be reached by a 

more minimal and at the same time more general approach to the structure of ARIs (as I will ar-

gue for in 3.2), I will, for the time being, maintain E&G’s conception for the remaining exposi-

tion of their findings, which I consider valid irrespective of the exact structural description they 

are based on (ultimately, many observations will prove to extend to my own analysis). As a final 

note, it should be emphasised that the inclusion of R and the quantificational tripartition it is 

taken to induce is a theoretically adequate and appealing proposal, but there are no principled 

grounds that require the tripartition to be represented in a macrostructure as it is assumed by 

E&G.  

 With this tripartite structure of the ARI as a foundation, E&G proceed to give brief pho-

nological and information-structural accounts of the ARI, followed by a comprehensive cross-

linguistic investigation into its clausal syntax. 

  

 As to the phonological side of the ARI, E&G observe that the intonational contour of the 

macrostructural ARI is variable according to the sequential ordering of the ARI and its Coda: In 

initial position (i.e. ARI > Coda), the ARI bears exclamatory intonation, and the Coda does so, 

too. If the Coda is fronted, i.e. if the sequence ARI > Coda is inversed to Coda > ARI, the into-

nation of the ARI is levelled down to a final falling one121, while the exclamatory intonation of 

the Coda remains constant. 

 
(86) a. John read a book?! Come on, man! 

b. Come on, man!, John read a book… 
(cf. G&E 2005:134) 

 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
121 Where the triple period ‘…’ signifies final falling intonation, as opposed to ‘?!’. 
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E&G further stipulate that while it is not obligatory for the Coda to be realised overtly, the inter-

pretation and the intonational contour of the ARI would nonetheless remain constant in this 

case, just as if a Coda were realised. At best, this rather meagre characterisation of the intona-

tional properties of ARIs is insufficient. First, one would have to assume movement of the Coda 

to capture orderings like in (86)122, but it is not at all clear where (let alone why) it would move in 

a structure like that represented in (84) ([[Come on, man]+[John read a book] R [Come on, man]]). 

Also, the sequence in which the ARI and its Coda can occur and the intonational contour each 

may have unrestrictively vary with nearly any combinatorial configuration possible (cf. the discus-

sion to follow in 3.2) – again a fact that weakens the putative macrostructural connectivity of the 

ARI.   

 As to the information-structural (IS) properties of the ARI, E&G’s rather concise account 

is not any different from that of Lambrecht (1990) (cf. (61)): ARIs are taken to encode a straight-

forward topic-comment structure, with the ARI proper being the topic (familiar information), 

and the Coda the comment (unfamiliar information). I argue against a macrostructural, intersen-

tential conception of the IS of ARIs on the same grounds on which I disagreed with Lambrecht’s 

proposal (cf. p. 46). 

 One central class of adverb that was excluded from the initial discussion of adverbial modi-

fiability (cf. (73)) are temporal adverbs like yesterday. Languages actually differ in whether they al-

low for temporal modification (by adverbs) of the ARI or not, a restriction that provides further 

insights into the clausal structure of ARIs. While the ARI in Group II languages like English are 

not compatible with temporal adverbs, Group I languages like Spanish do permit them, although 

the untensedness of ARIs would suggest a generalised constraint on temporal modification.  

 
(87) a. *John readINF a book yesterday?! 
 b. Juan leer un libro ayer?! 

(cf. E&G 2005:135) 
 
Following Baker & Travis’ (1997) theory of definiteness (already briefly outlined in 1.2.10), which 

generalises the different means languages employ to anchor an event in spacetime to whether 

they mark it as definite or indefinite (parallel to D in the nominal domain, i.e. finiteness, estab-

lished through TAM-related categories in Indo-European languages)123, E&G attribute the varia-

tion of temporal modifiability of ARIs to a blocking effect (cf. below) induced by a definite 

marker forming a so-called opaque domain124. For an illustration of the (in)definiteness effect, 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 

 

122 Admittedly, G&E (2005:135) do just this, but significantly, the convoluted structure they presuppose for the 
movement to be able to occur is re-abandoned by themselves in subsequent publications (e.g. in E&G 2007). 

123 Baker & Travis (1997) investigate the Iroquoian language Mohawk. They identify the definite marker -wa and the 
indefinite marker v-, which differentiate events parallel to what tensed vs. untensed contexts accomplish in Eng-
lish. 

124 The concept of opaque domains was introduced in Chomsky (1981). A domain approximately comprises a head, 
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consider the nominal domain.  

 
(88) a. ?*I saw [the man]def who is painting [a picture]indef. 
 b. I saw [a man]indef who is painting [a picture]indef. 

 

In (88), on the assumption that indefinites must be operator-bound in the C-domain for interpre-

tation, the definite matrix object the man forms an opaque domain that prevents binding the em-

bedded indefinite, yielding a sentence which is at least questionable. In (88), on the other hand, 

the matrix object a man is indefinite and does not impede binding of the embedded object. In the 

ARI, the blocking effect (marked bold in (89)) is induced by a definite Aspdef (i.e. a perfective 

Aspviewpoint; cf. 1.2.5) that intervenes between the widening operator R and v[e], preventing R from 

binding [e] in Group I languages, where v[e] is below Aspdef
125. In Group II languages this restric-

tion is overcome by v[e] raise-adjoining to F into the C-domain (so-called V-T-C movement, a 

general property of the languages in question)126, thus escaping the scope of the blocking Aspdef 

(for expository purposes, I refrained from including bracketing).  

 
(89) a. *John readINF a book yesterday?! – perfective tense 
 b. R > T > Aspdef > v[e] 
 c. *R John Aspdef read[e] a book yesterday?! 
                          └───────X──────┘ 
 
(90) a. Juan leer un libro ayer?! 
 b. R  > v[e]i+F > T > Aspdef > vi [e] 
                        └────────────────────┘ 
 c. R  Juan leer[e]i Aspdef leeri [e] un libro ayer?! 
                           └───────────┘ 

 
The difference between Spanish and English with respect to verb raising ultimately explains why 

modification by a deictic adverb of the past like ayer ‘yesterday’, i.e. an adverb that is anchored to 

the here-and-now of the speaker, is permitted in the former, but not in the latter language. Given 

that a deictic adverb can only co-occur with a perfective tense (i.e. T+Aspperfective, e.g. the simple 

past), it is taken to be an indicator of covert perfective tense in the ARI (again, adverbs are em-

ployed as a diagnostic). 

                                                                                                                                                      
its specifier(s), and its complement. Put generally, a constituent forms an opaque domain when it constrains a 
long-distance dependency between two elements, be it binding or movement. 

125 Binding is marked by coindices. As briefly addressed in 1.2.10, an event, or the event variable [e] representing it, 
must be bound by an operator, which is ∃ in indicative declaratives (inducing a reading ‘There exists an event e, at 
a time X, for which…’), but R in the ARI (by hypothesis triggering an indefinite description ‘There exists some 
event e,…). 

126 As has already been noted several times in the present study, languages vary in how far certain constituents like 
the subject and the verb raise (cf. e.g. 1.2.4 and 1.2.5 for the verb). Thus, for instance, the verb remains in situ in 
English, while it raises to T in French (V-to-T movement). In Group I languages the verb is assumed to raise 
even further, into the C-domain (V-T-C movement, short for the otherwise awkward notation V-to-T-to-C), tar-
geting a low C-projection, which was identified as F on p. 52. Unlike V-to-T movement, it seems rather contro-
versially discussed whether verbs in the relevant languages really raise as high as the C-domain, or whether word 
orders that appear to be indicative of V-T-C movement can be accounted for otherwise (cf. Suñer 1994 for a 
critical assessment).  
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(91) a. I read a book yesterday. – perfective tense 
 b. *I was reading a book yesterday. – imperfective tense127

 

Thus, in an English ARI modified by the inherently perfective yesterday, the binding of [e] is 

blocked by a perfective Aspdef (cf. (89)). In Spanish, however, the verb raises beyond Aspdef (V-T-

C movement), so that [e] can be bound by R, the resulting ARI being grammatical (cf. (90))128. 

Interestingly, a non-deictic past tense adverbial typical of imperfective contexts like en aquellos 

tiempos ‘back in the old days’, which is thus associated with an indefinite Aspindef, is licit in both 

languages.  

 
(92) a. John read a book back in the old days/*yesterday?!  
 b. Juan leer un libro en aquellos tiempos/ayer?! 

(cf. E&G 2005:135) 
 
Incidentally, this raises the question whether ARIs (and non-finite clauses in general) might in-

deed be semantically (i.e. covertly, non-morphologically via Tense) tensed, provided a distinction 

between a semantic, inherent specification for tense and its realisation as morphological tense. 

The fact that adverbs like ayer cannot co-occur with lexical modals (e.g. poder ‘can’129) in the Span-

ish ARI further supports the opacity hypothesis: Since it is always the main verb that undergoes 

V-T-C movement, i.e. the highest verbal element in a clause, but since it is always the lexical verb, 

which is not necessarily the main verb, that carries the event variable [e], binding of [e] by R can-

not be established in the following example, where Aspdef forms an opaque domain (R and v[e] 

are not coindexical). 

 
(93) a. *Juan poder leer un libro ayer?! 
 ‘*John can read a book yesterday?!’ 
 b. R > Mod+F > T > Mod > Aspdef > v[e] 
                         └────────────┘ 
 c. R Juan poder Aspdef leer[e] un libro ayer?! 
 

 The varying positions of the infinitive account for another difference between the two 

Groups: In a footnote, Akmajian (1984:4, fn 4) rules out the possibility of ARI subjects actually 

being topics (in the syntactic-positional sense) by appealing to the permissibility of quantifier sub-

jects in ARIs (No one eat this wonderful cake?!), which are illicit to form topics (*As for no one,…). 

This observation is adopted by G&E (2007:9f.) to explain why Group I languages exhibit restric-
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
127 This sentence becomes only grammatical when complemented by another clause containing a simple past, to 

which the adverb yesterday could the be anchored (e.g. I was reading a book yesterday, when the gas oven exploded). 
128 Provided I understood E&G’s proposal correctly, a major issue in the conception of a perfective-definite T+Asp 

blocking binding of [e] would be to account for why in (English) finite clauses containing a simple past form the 
binding of [e] does not pose any problem at all, despite an intervening Aspdef. I believe this observation consid-
erably weakens E&G’s account of the cross-linguistically varying temporal modifiability of the ARI. 

129 Modals in Romance languages are rather similar to lexical verbs in that they have complete morphological para-
digms, unlike English modals, which have developed to bare verbs (i.e. MODAL-Ø). 
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tions on quantificational subjects, unlike Group II languages. Certain quantifiers like tutti/todo el 

mundo ‘everyone’ are not permissible as ARI Subjects in pre-infinitival position only, but they are 

grammatical following the infinitive adjoined to F (a shift from SVO to VSO word order is an IS-

related, possible configuration in Group I languages). Given obligatory V-T-C movement in 

Group I languages, the subject may remain in [Spec,TP], or move on to the topic position 

[Spec,FP]130. Given the independently motivated constraint on quantificational expressions form-

ing topics, a quantifier subject must remain in [Spec,TP], which explains their ungrammaticality in 

pre-infinitival position in Group I languages (cf. (94)).  

 
(94) a. *FP[Ognuno F[comprare TP[ognuno comprare una macchina]]]?! Impossibile! 
                                        └ X ─────────────────┘ 

 b. FP[(Non) comprare TP[ognuno comprare una macchina]]?! Impossibile! 

  ‘Everyone buy a car?! Impossible!’  
(cf. G&E 2006:180) 

  
As it turns out, a number of both universal and cross-linguistically varying properties of the ARI 

can be generalised to a parametric difference concerning (main) verb movement and the correla-

tive availability of a restricted left-peripheral projection (say, F). 

 

 To sum up the analysis of the ARI by E&G, the following main findings should be re-

tained: ARIs require a Coda, forming a macrostructural tripartite structure ExclP[ARI R [Coda]] in-

duced by the widening operator R in Excl, akin to that formed by other quantifiers. According to 

the cross-linguistically variable behaviour of their main verb, a number of Romance and Ger-

manic languages can be divided into two classes: in Group I languages (Italian, Galician, Spanish, 

Catalan) the verb raises to a C-related head F above TP, in Group II languages (French, Portu-

guese, Germanic) it remains in T or v, below the C-domain. Consequently, there is no theoretical 

motivation, E&G argue, to assume a clausal structure beyond TP for languages that belong to 

Group II, including English. All in all, then, the E-ARI as a macrostructure comprising both the 

ARI proper as well as a Coda is taken to be structured as follows. 

 
(95) a. ExclP[ARI R [Coda]]  
 b. ARI[TP[-FIN] (ModP) (AspP) vP VP] 

 

With the core assumptions about the ARI that have crystallised from the critical review of three 

studies on its syntax, phonology and semantics/pragmatics (Akmajian 1984, Lambrecht 1990, 

and E&G 2002ff.) as a foundation, I will now turn to my own analysis of the ARI.  

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
130 Remember that, contrary to E&G’s reading of Uriagereka (1995), F is actually only intended as a generic C-related 

projection, not per se distinct from any of the categories that have emerged from Rizzi’s (1997) split CP (cf. p. 52). 
More on this matter in 3.5. 

 62
 

 



     

3 Adult Root Infinitives: A minimalist analysis 

3.1 Preliminary remarks 

Many non-generativist theories of language (Construction Grammar in particular; cf. 2.3) reject 

the atomistic conception central to generative theory that “any sentence in a language can be re-

solved into configurations containing only constituents of the designated types [i.e. N, V, etc.; 

N.W.], arranged according to the standard rules, and yielding interpretations which follow from 

regular principles of compositional semantics” (Fillmore et al. 1988:503). One of the intertheo-

retical goals of a theory of minimalist syntax should then be to provide an explicit description of 

structures commonly filed under idiosyncratic or idiomatic (e.g. the ARI), programmatically so by 

approaches like CG. Accordingly, Adger’s (2003:208f.) reply to generic critiques of the above 

kind puts my own proceeding into a more general methodological-theoretical context. 

 
The important point to note about this kind of argument [i.e. that there is more (structurally-
hierarchically) to syntactic structure than meets the eye; N.W.] is that it takes a problem which had 
been previously dealt with by using an idiosyncratic rule, and solves it in a principled fashion 
[…]. This kind of argument, where a phenomenon which can be described by a construc-
tion-specific rule can actually be explained as a consequence of general principles interacting 
together, is a classic example of the way that syntacticians try to provide deeper explanations 
by using theoretical principles, rather than just descriptive devices. 

   

 More precisely, what I intend to do in this chapter is to continue the critical review of the 

three works surveyed in the preceding chapter, synthesising them by way of my own analysis, 

which attempts to reduce the ‘idiosyncrasies’ of the ARI to the general principles provided by the 

minimalist syntax framework as it was laid out in ch. 1. In more detail, I will focus on three broad 

issues that have emerged from the discussion so far: (a) the nature of the dependency between 

the ARI and its Coda (or, its follow-up expression); (b) the extension of the clausal syntactic 

structure of the ARI (mainly for English/Group II languages) as well as constraints thereon; and 

(c), the semanticopragmatic properties of the ARI and how they relate to sentence-typological 

matters. 

 

3.2 The ARI: So lonely that it needs a companion? 

E&G’s (2002ff.) construal of the syntactic structure of the ARI rests on the assumption that the 

ARI proper and its Coda form some kind of syntacticosemantic macrostructure131 – a tripartite 

structure akin to that formed by operators like even (cf. the discussion around (84)) –, which is 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
131 This is also Lambrecht’s (1990) assumption (cf. p. 42), who assumes the ARI (IRC) to form a macro-construction 

with what he refers to as follow-up expression. 
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thought to capture a putatively tight structural connection between the two. Although I generally 

agree with E&G’s observations concerning the semanticopragmatic characteristics of the ARI 

(i.e. that they are indefinite in some sense, that they are irrealis, and that they trigger a phenome-

non referred to as widening), I doubt that the tripartition approach including the Coda adequately 

captures the syntactic makeup of the ARI. Crucially, the validity of E&G’s tripartite structure 

hinges on the not uncontroversial presupposition that ARIs have to obligatorily co-occur with a 

Coda: “[ARIs] must have a Coda. Coda-less cases of [A]RIs are felt to be incomplete sentences, 

instances where the speaker is, so to speak, speechless” (G&E 2003:222). Accordingly, a refuta-

tion, or at least a weakening, of the connectedness between the ARI and its Coda would invali-

date the tripartition approach as put forth by E&G. Thus, in what follows I will further elaborate 

the points of criticism already tentatively outlined on p. 57f., taking a closer look at the Coda it-

self and how it exactly relates to the ARI. 

 

 The most immediate problem concerns the theoretical status of the macrostructural ARI 

(labelled ExclP, being a maximal projection of Excl/R), which is far from clear: Is ExclP to be 

equalled with the common maximal projections that clauses constitute (CP, TP), or does it form 

some completely new category (ExclP)? Given that ExclP can hardly be likened to the common 

clausal syntax as it has been elaborated so far (captured in the HoP; cf. (32)) for comprising two 

non-coordinated (nor otherwise syntactically connected) independent clauses, the crucial question 

to ask, then, is why the ARI as construed by E&G should be granted any exceptional status 

among all the clausal structures that are generalisable to primitive syntactic objects by basic prin-

ciples. Clearly, such an analysis conflicts – heavily so – with the programmatic objectives of gen-

erative linguistics as formulated above (cf. 3.1). Consequently, within a genuinely syntactic theory, 

it does not seem appropriate to stipulate some otherwise valid operator (R) that connects two 

apparently independent clauses (i.e. ARI and Coda). Such an approach to syntactic structure is 

already heading towards a transsentential theory of texts, which is pragmatic in nature132. These 

conceptual issues are reflected in the evidence put forth in support of the tripartite structure (e.g. 

connectivity effects indicated by NPI licensing; cf. (85)), which prove to be rather weak under 

critical examination.  

 

 
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
132 Where text refers to stretches of oral or written discourse that exceed the sentential boundary (note that a sen-

tence can comprise more than one clause, in which case it is a multiclausal, complex sentence). The present exclu-
sion of such theories (i.e. text linguistics, discourse analysis, conversation analysis) is not intended to devalue 
those approaches. Rather, I consider the distinction between syntactic theory and any text theory to be related to 
their different linguistic objects of investigation (e.g. sentence vs. text/discourse/conversation, etc.) and the asso-
ciated difference in theoretical perspective (pragmatic, syntactic, etc.) a specific approach subscribes to. Which of 
those different approaches (and yet others) should be given theoretical priority is another matter. 
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 One semanticosyntactic dependency that is supposed to hold between the ARI and its 

Coda is the cross-clausal licensing of NPIs such as any(thing). As a reminder, NPIs are intrinsically 

negative elements that can only co-occur with (i.e. are only licensed by) other intrinsically or ex-

plicitly negative elements like (to) doubt or not (including other not evidently negative contexts, e.g. 

interrogation) within the same sentence, be it mono- or multi-clausal, but not across the bounda-

ries of a sentence. 

 
(96) a. There aren’tneg anyNPI books left 
 b. *There are anyNPI books left. 
 c. I doubtneg CP[that there are anyNPI  books left]. 
 d. *I think CP[that there are anyNPI  books left]. 
 
(97) a. Me buy anythingNPI in that shop?! I don’tneg think so/I doubtneg it/Neverneg! 
 b. ?Me buy anythingNPI in that shop?! I (do) think so/Definitely! 

(cf. e.g. G&E 2005:133f.) 
 
However, deducing from the apparent NPI-licensing dependency between the ARI and its Coda 

(cf. (97)) that the two form a unified syntactic structure seems to rash. It is not as straightforward 

as purported why (97), which is supposed to be unacceptable for a lacking NPI licenser in the 

Coda, should be inappropriate at all. Rather, (97) is perfectly acceptable as shown by an appropri-

ate minimal discourse context.  

 
(98) Will you buy anything in that shop? – Me buy anythingNPI in that shop?! I think 

so./Definitely!/OK! 
 

In this case, the Coda confirms what is predicated of the subject (in either of the preceding sen-

tences, the ARI and the context sentence), while it does not call it into question, which, admit-

tedly, seems to be the more frequent type of Coda ARIs are associated with. Minimally, this con-

textualisation of the ARI and its Coda shows that it is not at all evident that connectivity effects, 

at least with regard to NPI-licensing, do exist systematically between the two. Rather, given that 

the violations of NPI-licensing in (96) are unambiguously ungrammatical, while the ARI and its 

Coda in (97) do not exhibit an equally clear violation (if they show any at all, as argued against by 

(98)), it seems that the ARI and the Coda should be dissociated into two syntactically independ-

ent textual entities, with eventual dependencies between the two being relegated to a pragmatic 

theory of (con)text. Incidentally, (98) also explains how and by which element NPIs are actually 

licensed in ARIs: Just like the NPI anything in the context question is licensed by a covert inter-

rogative force operator, it is reasonable to assume a similar covert licenser operating in ARIs133, 

rather than construing an element in the Coda as the licenser.    

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
133 Indeed, provided one subscribes to a compositional approach to sentential force operators as advocated by 

Zanuttini & Portner (2003) (cf. 1.2.8 on sentence types), it might turn out that it is one and the same operator 
that licenses NPIs in both interrogatives and ARIs. 
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 Another grammatical property of the macrostructural ARI put forth in support of a tripar-

tite structure is the variable intonational contour, which changes, E&G argue, according to the 

relative order of the ARI and its Coda. G&E (2005:134) claim that the Coda always receives ex-

clamatory intonation (‘!’) by R, while the ARI either receives its typical final-rising intonation 

(marked by ‘?!’), or a level-falling one (marked by ‘…’) according to its position relative to the 

Coda (the examples in (86) are repeated as (99) here).  

 
(99) a. John read a book?! Come on, man! 
 b. Come on, man!, John read a book… 

 

At best, however, this seems an incomplete and oversimplified characterisation of the intona-

tional properties of the ARI – even of a macrostructural one. First, one would have to assume 

movement of the Coda to some initial position in order to capture the variable surface order in 

(99). Indeed, the comma punctuation in (99) is intended to indicate just this, but it remains un-

clear where the Coda should have moved: It could only be – somewhat arbitrarily, because un-

motivated – adjoined to the ARI since no free position is available in the tripartite ExclP as it is 

schematically represented in (84). Even if movement was made possible, for instance at the cost 

of a further structural expansion of the ExclP, it would still seem odd why it is the ARI, which 

stays in place (i.e. in [Spec,Excl]), that should systematically receive a variable intonational con-

tour, while that of the Coda remains constant (i.e. exclamatory) although it is the clausal constitu-

ent that changes places134. Therefore, given the implausibility of a moving Coda, I will from here 

on make a distinction between a Coda proper, i.e. an expression immediately following the ARI, 

and a Prelude, i.e. an expression immediately preceding the ARI135; as a superordinate for both 

notions I introduce the notion Satellite.  

 The problematic assumption of movement notwithstanding, there are in sum at least six 

more appropriate intonational patterns a macrostructural ARI can exhibit, in addition to the two 

in (99) (provided that a Satellite is realised at all, an issue that will be addressed below). 

 
(100) a. John read a book?! Come on, man… 
 b. John read a book… Come on, man… 
 c. John read a book… Come on, man! 
 d. Come on, man! John read a book?! 
 e. Come on man… John read a book?! 
 f. Come on, man… John read a book… 

 
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
134 In analogy, a focalised constituent, for instance, receives sentential stress in Foc (e.g. contrastive stress as in HIM, I 

don’t like him). This reflects the theoretical desideratum that movement into the C-domain, such as topicalisation 
and focalisation, which has often been misdefined in generative linguistics as an optional-stylistic device, should 
be motivated, and thus result in a difference of meaning (of some kind, be it pragmatic or semantic). Movement 
into the Infl-domain, on the other hand, is motivated on purely morphosyntactic grounds (e.g. verb movement).   

135 In any case, it would not make much sense to maintain the designation Coda (Italian cauda ‘tail’) if the structure it 
refers to actually precedes the ARI.  
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The point of enumerating the possible sequences of varying intonational contours is not to dis-

cuss the exact internal intonational structure of either of the two parts, but rather to show that 

none of the combinations in (100) (let alone those in (99)) is particularly inappropriate136. Thus, 

given the practically unconstrained sequential and intonational combinations in which the ARI 

and a Satellite can occur, it is rather unlikely that this non-systematic positional and prosodic 

variation is under the control of an operator within a tripartite structure, as suggested by E&G.  

 

 Another argument against the proposed syntactic connectedness of the ARI and its Satellite 

concerns the general nature of the Satellite itself, which, apart from a concise characterisation as 

an expression of doubt towards the propositional content of the ARI, strangely enough has not 

received the attention it deserves given its central status in both E&G’s and Lambrecht’s account. 

An approximate semanticopragmatic categorisation can be accomplished on the basis of the 

speaker’s attitude towards the truth of the propositional content of the ARI, yielding either assen-

tive (accepting), or dissentive (rejecting) Satellites. These expressions of assent or dissent seem to 

be morphosyntactically instantiated mostly by various nonsententials137 including adverbs (e.g. 

Never!; Definitely!), by idiomatic sentential structures (e.g. Come on, man!), or by minimal, non-

complex (but otherwise proper) CPs containing a predicate that expresses assent (I think/believe 

(so)!) or dissent (I doubt it!; I don’t think so!). Of course, a more exact typology of the Satellite  

would need to be established in order to be able to exhaustively evaluate to which extent, and if 

at all, dependencies, be they textual or syntactic, exist between the ARI and a potential Satellite. 

However, for the time being, one can observe that it does indeed depend on the variable syntac-

ticosemantic nature of the Satellite itself whether it can precede (Prelude) and/or follow (Coda) 

an ARI, but not on any syntacticosemantic constraints specific to a macrostructural ARI.  

 
(101) a. Are you coming to my party? – Me come to your party?! I doubt it!/Definitely!/Never!/Come 
  on, man! 
 b. Are you coming to my party? – ??I doubt it!/*Definitely!/??Never!/Come on, man!  Me come 

 to your party?! 
 

These examples of positionally different types of Satellites preceding or following the same ARI 

suggest that there indeed exist compatibility dependencies between the ARI and a Satellite. Still, 

to stipulate that these systematically operate within one sentential macrostructure is too strong a 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
136 The difference between ‘?!’ and ‘…’ seems to concern the meaning that is (conventionally) associated with a given 

intonational contour. Accordingly, while the former is associated with the expression of incredulity, the latter has 
much less emphatic force, instead expressing something scepticism (almost cynical) towards a given context 
proposition. The crucial point here is that intonational contours are grammaticalised means to signal a commit-
ment to the truth of a propositional content, thus being related to the concept of force (the conception that sen-
tential Force is composed of more primitive phenomena is taken up at the very and of this study).    

137 Nonsententials are structures smaller than TP, but terminal syntactic objects nonetheless. Traditionally, they were 
analysed as regular sentences (CPs) involving ellipses.  
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conclusion: While any Coda (proper) seems to be rather unproblematic (cf. (101)), the putative 

Preludes behave differently, their appropriateness varying individually (cf. (101)). If one maintains 

that the Coda provides some sort of comment138 about the (proposition of) the ARI preceding it, 

then the appropriateness of the Codas in (101) falls out naturally. Things are different with (101), 

where the same Codas precede the ARI as Preludes: Definitely! appears to be inappropriate, while I 

doubt it! and Never! are at best marginally acceptable. Crucially, this deviance in appropriateness 

only manifests itself if these Preludes co-occur with an ARI, otherwise, if they stand on their 

own, all but Come on man! (more on which below) make perfectly good replies to the context 

question of (101). 

 
(102) Are you coming to my party? – I doubt it!/Definitely!/Never!/?Come on, man! 

 

The distributional properties of the Satellites suggest to analyse those in (101) (and ultimately also 

those in (102)) as standing in a textual comment relation to their pre-text, the context question, 

rather than to regard them as Preludes to the ARI. Their variable appropriateness (in (101), as 

opposed to (102)) can be accounted for accordingly: Assentive expressions (Definitely!) are infelici-

tous because it would be pragmatically infelicitous to first positively answer a question, and to 

subsequently revoke that answer by uttering an ARI. Dissentive expressions (I doubt it!; Never!), on 

the other hand, might seem less flawed than assentive ones, but still, they are not as appropriate 

as in post-ARI position (cf. (101)). Finally, the expression Come on, man!, neither assentive, nor 

explicitly dissentive, would make a good Prelude to an ARI (in contrast to the other Satellites) as 

well as a good Coda, but standing on its own, it would not make a particularly appropriate answer 

to a context sentence, remaining somehow unsaturated (cf. (102)). In any case, this typological-

syntactic analysis of what is referred to as Coda by E&G (and as follow-up expression by Lambrecht 

1990), although being far from complete, has made explicit that it is rather unlikely that any de-

pendencies between ARIs and their ‘Codas’ (i.e. NPI-licensing, intonational contours, relative or-

der) are syntactic in nature, but that they should rather be captured in a pragmatic-textual theory. 

Consequently, it is dubious whether a Satellite must be realised at all, as demanded by both E&G 

and Lambrecht. As it stands, an ARI can indeed occur alone without the need of being satu-

rated/complemented by any Satellite expression. It is due to merely pragmatic mechanisms of 

communication whether the incredulity expressed by an ARI receives a reinforcement by a dis-

sentive Coda, a contradiction by an assentive Coda, or a reduplication by non-definite (i.e. neither 

assentive, nor dissentive) expressions like Come on, man! – but it is no syntactic requirement! This 

textual-pragmatic view of how the ARI relates to a given Satellite also accounts for why definite 
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
138 As argued for more extensively in fn. 97, I do not consider the configuration ARI > Coda, whatever its syntactic 

status, a topic/comment structure sensu stricto (i.e. intrasentential), but, more loosely, a textual aboutness relation 
between two independent sentences. 
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Satellites (i.e. assentive/dissentive ones) can follow an ARI as Codas, thus commenting on it in 

the sense discussed in fn. 97. In contrast, they considerably decline in appropriateness if they co-

occur with an ARI, not as a Prelude to the ARI, but as a ‘Coda’ to a context expression (i.e. actu-

ally a simple answer; cf. (102)). Consequently, the incompatibility of any reply expressions with an 

ARI following them can hardly be inherent to the expressions themselves (as (102) shows, where 

they occur alone, forming appropriate answers), but is rather due to a clash of two conflicting 

pragmatic meanings (as described above, first saying ‘yes’, then ‘no’). Thus, with the Coda identi-

fied as an essentially optional textual Satellite of ARIs, the tripartite macrostructure of the ARI 

becomes even less plausible139
.  

 Nonetheless, it should be mentioned that to reject the tripartition as advocated by E&G 

does not mean to generally exclude the possibility of a tripartition induced by an operator R within 

one clause (just like in exclamatives (cf. (80)), but only to exclude the Coda (Satellite) from the 

genuine syntactic analysis of the ARI. Indeed, G&E (2005:135) note that Zanuttini & Portner’s 

(2003) operator R actually is a monoargumental one, i.e. only takes one complement on which it 

operates (e.g. assigning a final-rising intonational contour, inducing widening, etc.), contrary to 

E&G’s misconceived adoption of R as a complex textual operator operating over two arguments, 

the ARI and its Coda. 

 

 Finally, as to the sentence-typological potential of the ARI, both Lambrecht and E&G do 

not seem to have too much confidence in its ability to express illocutionary/sentential force, in-

stead shifting the locus of force to the Coda/the follow-up expression (cf. the discussion around 

(57) and fn. 115 for their views). However, in line with Akmajian, I maintain the view that, just 

like more common sentence types (declarative, interrogative, etc.), the ARI has the autonomous 

capacity to encode a specific sentential Force (for the time being captured by the notion of incre-

dulity), and is not in need of another supportive expression like the Coda. Therefore, I will con-

tinue my analysis on the assumption that the ARI forms a monoclausal structure to the exclusion 

of any other, maybe close, but ultimately only peripheral textual entities (Satellites).   

 

 

 

 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
139 Even though G&E (2005:135) concede that the Coda may remain unrealised, they stipulate that in this case the 

Coda is still covertly present since the intonational contour of the ARI and the interpretation of the macrostruc-
tural ARI would remain the same. This circular argumentation comes across as rather unconvincing, given the 
vagueness of E&G’s analysis of the intonational properties of the macrostructural ARI (cf. the discussion around 
(99)), and given the stipulative character of the assumption that the incredulous meaning is partly conveyed by the 
Coda, and does not constitute a property inherent to the ARI itself.  
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3.3 The ARI: Toddler, adolescent, or grown-up? 

With Satellite expressions of the Coda kind being excluded from the syntactic representation of 

the ARI, in favour of a monoclausal approach, the evident question to ask, then, is just how far 

the clausal structure of the ARI extends projection-wise: provided the usual rough partition of 

clausal syntax into three domains, is it a VP, a TP, or a CP? If the derivation of the ARI should 

turn out to be no simple thematic verbal SC structure akin to CRIs (an option further discussed 

below), which is the minimally necessary structure for just any clause140, but rather extends to the 

inflectional domain (TP), or even to the speaker/discourse-related domain (CP), the central task 

would concern the exact constitution of the relevant functional projections in those domains (i.e. 

T, C), and in which respects they contrast with their counterparts in finite root contexts.      

 Although I will discuss the theoretically appealing, since maximally minimal and economic, 

proposal that ARIs are bare verbal SCs (cf. p. 72 below), I basically adopt the syntactic represen-

tation of the ARI as developed by E&G (i.e. of the ARI proper to the exclusion of any Satellites; 

cf. (74)), which stipulates that ARIs project at least an inflectional domain (TP) – and even a bit 

further in some languages141. Where my view differs from that of E&G is in the maximal projec-

tion of the ARI, which is TP (Group I) and FP (Group II) according to E&G (cf. p. 52): I main-

tain the more conservative generalisation that all clauses should constitute full CPs (cf. e.g. Rad-

ford 2006:75), which should thus be the case for the ARI as well (by hypothesis, at least in the 

languages covered so far).  

 
(103) Hypothesis: ARIs constitute full CPs. 

 

This gives rise to the following rough clausal structure, which is a slightly modified version of 

(74), extended by CP, thus unifying the FP posited for Group I languages and the TP assumed 

for Group II languages to one schematic structure. 

 
(104) CP > TP > (ModP) > (AspP) > vP > VP 

 

As opposed to E&G’s rather reductionist approach to the syntactic structure of the ARI (‘if a 

projection cannot be targeted by movement, it does not exist’), I hold the more relaxed opinion 

that the difference between the two language types, if and to which extent they allow for left-

peripheral phenomena, can be accounted for by examining the articulated C-domain of the ARI 

(i.e. minimally Force > Top > Foc > Fin). Accordingly, cross-linguistic differences can be traced 

back to the parametrically variable makeup of a functional category low in a split CP, which was 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
140 I.e. any clause-to-be forms a VP at one point in the derivation. 
141 As demonstrated by the cross-linguistic difference in e.g. temporal modifiability, which is attributed to the avail-

ability of a low C-related projection F in Group I languages (cf. p. 52). 
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identified as FP by E&G. Provided the theoretical premise that ARIs of the languages discussed 

(and maybe universally) have a specific sentential Force (widening/incredulity) that is encoded in 

the highest C-related projection Force by the operator R, this is a desirable reconception. 

 
(105) CP[RForce…(FP)] > TP > (ModP) > (AspP) > vP > VP 

 

 For maximal explicitness, I will re-evaluate the syntactic and semantic analyses of the ARI, 

in particular those put forth by E&G, by retracing and developing the derivation of an exemplary 

ARI in a step-by-step fashion (as outlined formally in 1.1), touching on various issues on the way, 

always against the background of the schematic clausal structure laid out in (105). This kind of 

procedure will help to illustrate technical details and mechanisms, above all the way in which dif-

ferent types of features, in particular with respect to SVA, are handled. The discussion proceeds 

along the three domains of clausal structure identified in 1.2: the verbal domain, where argument 

structure and thematic relations are established (i.e. vP); the inflectional domain, where agreement 

is established (i.e. TP); and the C-domain, where discourse-related information is established (i.e. 

CP). 

 

 The starting point of a derivation is the numeration Num, i.e. the lexical and functional 

items that are drawn from the lexicon by the computational system (via the operation Select), 

each of which is in turn composed of various features (categorial, c-selectional, case, φ, EPP, 

etc.). Thus, in order to compute the thematic domain vP of an ARI like (106), the following un-

ordered Num has to be constructed (where the feature matrices of the single LIs are reduced to 

the necessary features relevant here). 

 
(106) Him read a book?! 
 
(107) Num = {D0[uN], pro[N, iφ:3/SG/MASC, ucase:], v[v, uV*, uD, uInfl:, ucase:ACC], read[V, uD], 

  a[D, uN], book[N, ucase:, …], T, C,…} 
 

The LI pro is supposed to indicate that the morphophonological form of what is eventually 

spelled out as him is yet to be determined, still lacking a case specification (eventually provided by 

SVA; cf. 1.2.5). Skipping the derivation of the direct object DP a book and the movement of V to 

v, yielding v’ (cf. the verbal shell hypothesis outlined in 1.2.4), the representation of the vP in (106) 

would then look as follows at the point when v satisfies its last c-selectional [uD] feature by pro-

jecting the external argument pro, the subject-to-be, into its Spec. 
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(108)  

 
Apart from the unvalued [ucase:] feature of pro and the unvalued [uInfl:] feature of v, all other fea-

tures are satisfied and/or checked at this point. While in finite and embedded non-finite contexts 

the derivation would proceed with SVA being established via T, it might be tempting to assume 

that in the case at hand the derivation simply comes to a halt at vP. Provided a default mecha-

nism, which specifies an unvalued [ucase:] with the default value [ACC], and, accordingly, [uInfl:] 

with the default [INF] at/before PF to prevent the derivation from crashing, one might assume 

that (108) is already the complete representation of the ARI, comprising – akin to Radford’s 

(1995) proposal with regard to CRIs (cf. (72)) – a non-finite verb and its argument structure. As 

such, the ARI would be categorised as a verbal SC (a bare vP). 

 

 To see why it is rather unlikely that ARIs actually form bare vPs, I examine a proposal that 

maintains just this view. Progovac (2006) develops a theory of a minimal grammar (in the spirit 

of Roeper 1999)142, in which nonsententials (cf. fn. 137), i.e. approximately syntactic structures 

smaller than TP, constitute converging derivations, and thus form complete syntactic objects. 

The intuition behind this conception of nonsententials is that a derivation containing unvalued 

uninterpretable features (i.e. [uF:]) like those in (108) simply does not pose a problem to the in-

terpretation at LF anyway (unlike unchecked features), nor at PF, because a default feature mecha-

nism is invoked to ‘fill in’ the missing feature values for A-P, in order to provide a spellout rule 

for an underspecified element.  

 In Progovac’ss classification of nonsententials, ARIs constitute a verbal subset of one non-

sentential type: root small clauses (RSCs)143. RSCs are considered the extension of embedded SCs 

(e.g. I consider AP-SC[her beautiful]) to root contexts (e.g. AP-SC[Her beautiful]?!). To repeat, SCs can es-
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
142 In his theory of Universal Bilingualism, Roeper (1999) posits that every speaker of a language X has internalised 

multiple grammars of her language – an explicit, fully-fledged adult grammar and a reduced Minimal Default Gram-
mar (MDG). The idea is that children start out with a minimal grammar which provides reduced structures with 
default features, e.g. with the default case value ACC in Me want. The two grammars coexist for a certain amount 
of time, until the MDG is abandoned in favour of the adult grammar. Importantly, however, the MDG is thought 
to partially survive into adult language, and is assumed to be at work in various cases of so-called nonsententials 
(cf. fn. 137).  

143 As noted in fn. 137, nonsententials are single-phrase, non-clausal utterances. RSCs are different from other types 
of nonsententials (e.g. Where are you? – PP[Still at JFK].; cf. Progovac 2006:35f. for more examples) in that they con-
tain a subject, thus forming a subject-predicate structure (cf. fn. 90 on SCs and types of predication).  
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sentially be defined as the maximal projection of a lexical category X (i.e. at least A, V, P, and 

D/N), which forms a quasi-clausal predicational, but Tense-less, structure (as discussed in con-

nection with Lambrecht’s 1990 PredP; cf. p. 41)144. Should the verb not be overt, as in (109), an 

implicit copular-like predication is assumed to hold between the subject and the predicate (e.g. 

(109) would be paraphrasable as Class is in session).  

 
(109) RSCs 
 a. Him worry? – VP (ARIs) 
 b. Battery dead. – AP 
 c. Class in session. – PP  
 d. This a bargain? (I don’t think so!) – DP 145

 (cf. Progovac 2006:35f.) 
 
The co-occurrence of non-finite verbs (if there is one at all) with non-NOM subjects in RSCs is 

taken to be related to the lack of T, which is necessary to establish SVA (cf. 1.2.5). The fact that 

in contemporary generative theory the first cycle of a derivation, i.e. the thematic vP, appears 

similar to SCs is taken to support the hypothesis146. 

 Although Progovac’ss (2006) theory is very intriguing, above all for its capacity to general-

ise over a vast problem area like nonsententials in a quite economical fashion, it collides with a 

substantive fact of E&G’s observations concerning ARIs, namely that these do project up to 

TP/CP, as arguably indicated by the left-peripheral phenomena in Group I languages (cf. (76)). 

Furthermore, the position of the surface subject relative to the ModP (necessarily) and AspP (often) 

suggests subject-raising from [Spec,vP] to [Spec,TP], for which a projection of TP is a prerequi-

site. But there are further, basically syntax-theoretical, inadequacies in Progovac’ss SC theory that 

conflict with the inclusion of ARIs (i.e. an infinitival VP-RSC in her theory) into her theory of 

nonsententials. As to the assumed parallelism between RSCs and embedded SCs (cf. Progovac 

2006:41), it is imperative to take into account that ACC subjects and the non-finiteness of em-

bedded SCs are determined by the matrix clause (to be precise, by the matrix verb, which selects a 

non-finite complement clause and assigns ACC to the embedded subject). Thus, the formal devi-

ance of embedded SCs from finite clauses is a direct consequence of their being embedded, while 

RSCs are per definition not embedded in the first place, with no overt case/tense-assigner available 
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
144 As discussed in fn. 90, the construal of SCs ultimately depends on the theory supported. To repeat, there is no 

real consensus as to what kind of syntactic projection SCs constitute. They could be fully-fledged phrasal projec-
tions of a lexical head, as maintained by Progovac, thus being smaller than CP/TP (the question is then what kind 
of propositional status they have, provided that only TPs contain propositions); they could simply be part of the 
complex argument structure of the matrix verb (thus the more traditional analysis of SCs as predicative comple-
ments), which however would prove difficult to extend to root contexts; or they could be analysed as projecting 
full clauses (CPs) with accordingly empty/ellipted heads (cf. Lenci 1996:1). 

145 This classification of verbless RSCs suffers from the same misconception that is, inter alia, manifest in Akmajian’s 
(1984) treatment of the ARI (cf. fn. 91; pp. 37, 41). Rather uncontroversially, an example like This a bargain? can 
be subsumed under ARIs (as shown by the paraphrase This be a bargain?!), albeit as a verbless, but nonetheless 
predicational, subset (here, it even has an optional Coda I don’t think so!). 

146 Indeed, in more recent minimalist theory, a vP (i.e. the first phase) can be autonomously forwarded to the inter-
faces (cf. e.g. Chomsky 2006). For a brief discussion of phase theory cf. fn. 168. 
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to them. Consequently, it is dubious whether a purely formal similarity between RSCs and SCs is 

a sufficient ground to draw any firm conclusions about the syntax of the ARI (more on this basi-

cally methodical-methodological flaw below). A further issue concerns whether it is at all justified 

to subsume RSCs of the category VP like (109), including  the subset exemplified in (109) (cf. fn. 

145), under the same category as those in (109): While the latter would be paraphrased by a finite 

copula (The battery is/*be dead; Class is/*be in session), which is indicative of their assertoric status, 

an expression like This a bargain? (where ‘?’ should be ‘?!’) could only be paraphrased by a non-finite 

copular verb (i.e. This be/*is a bargain? I don’t think so), in compliance with the syntax of the non-

assertoric ARI. Incidentally, Progovac’s syntacticocentric categorisation shows a lack of consid-

eration for the prosodic and pragmatic properties of the expressions in (109), which clearly set 

them apart from the other RSCs. In a nutshell, what Progovac does is treat a large number of su-

perficially similar structures, among them infinitival VP-RSCs (i.e. the ARI), alike, generalising 

them to different types of SCs. However, this seems too rash a conclusion since on closer inspec-

tion the structures turn out to be different not only in covert properties (e.g. inherent finiteness), 

but also in overt ones (e.g. intonational contours and the illocutions associated with them), which 

are neglected in Progovac’s analysis. 

 As to the semantic interpretation of RSCs (and other nonsententials in general), Progovac 

essentially assumes a contextually motivated interpretation relying on pragmatic inference, akin to 

Roeper’s (1999) Minimal Default Grammar theory (cf. fn. 142), and similar to Hoekstra & 

Hyams’ (1998) theory of CRIs mentioned in fn. 103. Thus, the property common to all nonsen-

tentials – the lack of a Tense (both T and tense) – is compensated by contextual inference. The 

typical irrealis interpretation of most nonsententials, Progovac argues, arises from the very lack of 

a T(ense)-projection, which is commonly taken to be minimally necessary for a sentence to be 

anchored in time, so that its proposition is truth-conditionally evaluable, e.g. as an assertion. Ac-

cordingly, the ‘incredulitive’147 reading of ARIs (i.e. infinitival VP-RSCs) is not induced by any 

functional projection (e.g. Force or T), but by other linguistic factors such as intonation (to be 

precise, by a specific meaning conventionally associated with a particular intonation; cf. fn. 136). 

 A final note on the greater theoretical context into which Progovac embeds her theory: Ba-

sically, Progovac (2007) stipulates that ARIs constitute living fossils148 from an earlier evolution-

ary stage of the morphosyntax of human language, when functional categories like C, T, Asp, 

Mod, etc. (or, in other words, the linguistic capacity to simulate alternative worlds, to modify the 

truth value of a proposition, to unambiguously situate an event in time, etc.) were not yet avail-

able. According to the hypothesis that the stages of language acquistion reflect the evolutionary 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
147 Cf. Progovac (2006:57), where this coinage interestingly surfaces next to other sentence moods triggering “nonin-

dicative, irrealis readings”, e.g. interrogative or imperative. 
148 The notion of protolinguistic living fossils within the contemporary FL was introduced by Bickerton (1990). 

 74
 

 



     

stages of the language itself, CRIs are thought to be a counterpart of that stage149. A rough sketch 

(following Progovac 2007:10) of these stages would look as follows (read from right to left).  

 
Tab. 1: The ontogenetic and phylogenetic evolution of clausal syntax 

 

SPECIFIC 
FUNCTIONAL 

CATEGORY 
STAGE 

PROTO- 
COORDINATION 

STAGE 

FIRST SYNTAX 
STAGE 

(RSC STAGE) 

PRE- 
SYNTAX 
STAGE 

stages 

finite 
subordi-
nation 

finiteness coordination; 
subordination 

Merge; 
intonational 

parataxis 

no Merge; 
intonation features 

CP TP TP < vP vP protolanguage language evolu-
tion 

  optional conjunctional 
predication150

two-word ut-
terances 

one-word 
utterances 

 LMWS LMWS < EMWS EMWS < SWS SWS 

child language 
acquisition 

(cf. fn. 101) 

  

Progovac claims that the different grammars of the past stages of the evolution of the human FL 

have survived into contemporary times as vestiges (also cf. Roeper’s 1999 MDG, discussed in fn. 

142, as well as fn. 149 below for contrasting views). Thus, when we utter e.g. an ARI (a bare in-

finitival VP-RSC in Progovac’s terms), we make use of the first syntax stage grammar, so to speak 

(or, dependent on the language of one’s speech community, of the proto-coordination stage 

grammar, for instance in German).  

 If this picture turned out to be true, one crucial consequence for approaches to the evolu-

tion of FL would be to re-evaluate the status of recursion (i.e. the generation of infinitely long 

structures by finite means, as demonstrated by finite subordination: CP[John said CP[that Mary thought 

CP[that Jim believed…]]], and so on, ad infinitum), which is instantiated by the most primitive (maybe 

even the only) operation available to the computational system: Merge. Whereas in (mainstream) 
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
149 According to the rather controversial developmental-biological hypothesis (the so-called Biogenetic Rule) that on-

togeny (the development of an individual organism of a species) recapitulates phylogeny (the historical-
evolutionary development of a species), CRIs would recapitulate a stage in the development of the human FL 
when the grammar was only able to produce ARI-like EXPs, putatively bare vPs/VPs. However, this conception 
hinges on the theory of the evolution of language one adheres to: the view Progovac takes is an adoptions one, 
where FL is thought to have developed incrementally (in a step-by-step fashion), adapting itself to external pres-
sures (prominently argued for by Pinker & Jackendoff 2005); the opposite, saltationist view considers FL to have 
developed in a ‘sudden’ leap (i.e. a mutation that took approximately 50.000 years to spread across the human 
gene pool), rather than gradually progressing (cf. Hauser et al. 2002, Fitch et al. 2005). A saltationist model, which 
essentially stipulates that the whole HoP was there from the start (i.e. phylogenetically), would principally not al-
low for a bottom-up evolvement of clause structure from the thematic v/V-domain, the stage which Progovac es-
sentially assumes ARIs (and ultimately CRIs) to be a vestige of, on to the inflectional domain, and finally to the 
C-domain. 

150 The fact that some languages allow the subject and the predicate of ARIs to be connected by the optional con-
junction and (e.g. German Ich (und) zu der Party gehen?! ‘*Me and go to the party?!’) is taken to support the hypo-
thetical proto-coordination stage, although Progovac (2007:10) emphasises its tentative character. However, this 
observation does not hold given the nature of the and occurring in ARIs, which is arguably distinct from the regu-
lar coordinator and (cf. p. 45f.).  
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generative linguistics recursion is taken to be the central capacity that initially enabled narrow syn-

tax151 to emerge (cf. e.g. Chomsky 2005; also fn. 149), a model like Progovac’s considerably con-

trasts with this view in that it assumes recursion to have emerged as a property of FL only poste-

rior to the first syntax stage, which is thought to have been characterised by RSCs. She takes the 

fact that RSCs are non-recursive, i.e. one RSC can not be embedded into another one, as op-

posed to e.g. finite declarative clauses, to support the dissociation of Merge and recursion.  

 
(110) a. CP[John said CP[that Mary thought CP[that Jim believed…]]]. – recursive finite subordination 
 b. ?CP[I will let SC[Peter see SC[Mike make SC[…]]]]. – recursive non-finite subordination 
 c. *RSC[Him worry SC[me go to the party]]?! – recursive non-finite subordination into RSCs152

 

While the embedding of finite clauses does not pose any problem at all (cf. (110)), Progovac 

questions the acceptability of the embedding of SCs into a CP (cf. (110)), and takes (110) to 

demonstrate that SCs cannot be embedded into other SCs. Progovac suggests that embedding, 

and consequently recursion, might be licensed by the higher clausal structure (possibly the C-

domain), but in any case not only by the operation Merge itself. Contrary to the assumption of 

Chomsky (inter alia), this would make Merge only a necessary, but not a sufficient, condition for 

recursion. 

 However, it should be critically noted that Progovac’s argumentation is ill-conceived, and 

(110) and (110) are questionable on independent grounds. First, the embedding of clauses cannot 

be equated with recursion: While CPs can indeed be embedded into each other ad infinitum under 

appropriate circumstances, there are evidentially principled constraints on the compatibility of an 

embedding verb with an embedded clause. Thus, verbs like imagine or worry simply do not license 

bare vP complements, but only particular types of verbs do so, e.g. perception verbs (the reasons 

for this are to be found in selectional semantics). If such conditions are obeyed, the embedding 

of SCs, even into VP-RSCs (= ARIs), poses no principal problem to grammaticality (although the 

expressions it yields might appear a bit contrived). 

 
(111) a. CP[I will let SC[John have SC[Peter see SC[Mike fall]]]].  
 b. RSC[Him see SC[me read a book]]?!  

 

What (111) shows is that the embedding of SCs does not seem to be problematic per se if particu-

lar conditions unrelated to SCs are not violated153. 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 

 

151 Also referred to as FL in the narrow sense (FLN), which is specific to the human species (vs. FLB, i.e. broad syn-
tax, which can also be found in other species; cf. Chomsky 2005). 

152 To make the contrast between the examples clear, I have here resorted to the labelling according to Progovac’ss 
conception. As has been laid out before, however, it is doubtful whether what is given here as (R)SCs indeed con-
stitute (R)SCs, rather than TPs (or even CPs).  

153 What remains to be investigated is why ARIs (infinitivals VP-RSCs) apparently cannot be embedded in just any 
clause. For the time being it suffices to point out that clause embedding is not as simple a syntactic operation as it 
might seem at first glance: Any root clause (ergo, a sentence type) looses some of its intonational, morphosyntac-
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 All in all, the preceding discussion of a theoretical proposal exemplary of a bare VP (RSC) 

analysis of the ARI (i.e. Progovac 2006, 2007) has shown that, essentially, an analysis of ARIs as 

bare VPs is inadequate because it does not capture the relative structural complexity of the ARI 

(being a TP/CP), as demonstrated by E&G. The central misconception underlying a bare VP ap-

proach to ARIs appears to be an aprioristic equation of linear, surface-structural identity with hi-

erarchical-structural identity, yielding an erroneous semantic, pragmatic, and syntactic conflation 

of CRIs (and an according, hypothetical early two-word stage in a gradualistic evolution of FL) 

with ARIs as a synchronic phenomenon of adult language. Especially the formal identification of 

bare VP complements of perception/causation verbs (e.g. I saw/had [him leave]) with ARIs (Him 

leave?!) in order to bring about syntactic commonalities between the two structures merely for ar-

gument’s sake is not justified: again, to pick out only one aspect, while the subject case-assigner is 

obviously the matrix verb in embedded SCs, ARIs/RSCs simply do not include (an overt) ele-

ment which could be responsible for the ACC case of their subject154. Just the same holds for the 

comparison of CRIs/the First Syntax Stage with ARIs: Although it might seem intuitively plausi-

ble to assume a reduced thematic structure lacking complex properties like finiteness and force as 

the earliest complex expressions in child language as well as in the evolution of FL (but cf. fn. 

149), and despite the fact that such a theory would also neatly fit an incremental bottom-up de-

velopment of the clausal tree (VP > TP > CP), this does by no means entail that ARIs, which 

may well have a surface syntax similar to bare vPs, instantiate the same hierarchical configuration. 

Also, given that the intonational and semanticopragmatic characteristics of ARIs are indisputably 

different from those of CRIs (and from supposed First Syntax Stage RSCs, very probably), if only 

for their highly constrained context-dependence, there is no justification for assuming one and 

the same syntactic structure common to both bare VPs and ARIs155. In sum, then, I hold the 

conflation of two distinct phenomena to be the actual reason for the inadequacy of Progovac’s 

approach, at least when it comes to ARIs.   

 
                                                                                                                                                      

tic, and semanticopragmatic properties, to varying extents, when embedded. This raises the question what it really 
means for a clause to be embedded. For instance, is an assertive declarative like I like beer still an assertive declara-
tive in all its grammatical shades if it is embedded (i.e. He doubts that I like beer)? While this is really the most 
straightforward embedding transformation, things are considerably more complicated if it comes to other sen-
tence types. 

154 Similarly, E&G’s use of the same opposition (cf. (78) and (79)) to demonstrate the indefiniteness of the eventual-
ity denoted by both the bare VP complement and the ARI is at least misleading, because it is the non-finiteness 
common to both structures that lies at the heart of the indefinite description, and not the ACC case of the sub-
jects, which, for reasons just mentioned, is likely to have different causes. 

155 Incidentally, what I do think the apparent similarity between CRIs and ARIs shows is indeed a relation of devel-
opmental continuity, i.e. the derivation of both passes through a bare vP stage at one point. However, while CRIs 
might indeed come to a halt at this point, and receive a spellout, the derivation of ARIs is likely to proceed, which 
their semanticopragmatic and intonational specialisation is indicative of. For lack of space, I do not intend to dis-
cuss the role of CRIs any further, but in any case, I believe that the structural differentiation of the ARI from the 
CRI as laid out in the text above rests on solid ground. 
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 Turning back to the question of the structural extension of the ARI, it must be concluded 

that it is unlikely that it constitutes a bare vP (as in (108)). In principle, an argument like 

Progovac’s, which invokes a default mechanism, would indeed come to the rescue of a bare vP 

that is underspecified for subject case and tense features, were it not for the fact that ARIs license 

adverbs which are arguably located higher than vP in the clausal syntax. Accordingly, adverbs re-

lated to viewpoint aspect (grammatical aspect), e.g. the frequentative adverb often, which are li-

censed by a functional head AspPviewpoint above vP (cf. 1.2.7), are compatible with ARIs. 

 
(112)  

 
  

Evidently, however, provided that pro eventually receives a default case feature [ACC] and v a de-

fault inflectional feature [INF], this structure does not yield the correct surface order Him often 

read a book?!, but rather the ungrammatical structure *Often him read a book?!. The correct surface 

order is effectuated by the merger of T and subsequent subject raising triggered by an [EPP] fea-

ture on T, which attracts the closest DP unspecified for [ucase:] into its Spec, just like in ‘canoni-

cal’ clauses. In finite clauses, T plays a central role in establishing SVA, functioning as a mediator 

of agreement features. Since non-finite clauses, on the other hand, appear to be lacking exactly 

this property – subject-verb agreement –, one might conclude that it is the featural makeup of T 

that gives rise to effects of (non-) finiteness. The stronger hypothesis would be that finiteness is a 

featural property of T itself, governing NOM case-assignment to the subject and verb inflection 

for tense (or other inflectional-affixal morphology) and φ-features (i.e. SVA)156. As finiteness can 

arguably be construed as a basically semanticopragmatic category (cf. the notion of anchoring, 

further discussed below), which, in English, yields the morphosyntactic establishment of SVA, 

rather than being a purely formal epiphenomenon resulting from the interplay of more basic 

morphosyntactic elements, it is reasonable to assume a primitive interpretable feature that lan-

guage-specifically encodes finiteness into morphosyntax. Provisionally, I posit a binary interpret-

able feature [±FIN]157 that indicates the status of a T(P) with regard to finiteness. Consequently, 

[+FIN] then simply indicates that the TP is finite, leading to NOM case-assignment and SVA, 
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
156 Accordingly, Chomsky (1981:50, 1989:39) states rather descriptively that [NOM] is licensed by T[+FIN], i.e. by a T 

carrying a concrete [+FIN] feature. 
157 [±FIN] is simply short for [iFin:±]. 
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while [-FIN] results in infinitival morphology and idiosyncratic oblique case-marking (if there is a 

subject at all, which is not the case in many embedded non-finite clauses), probably via a default 

mechanism (an alternative will be discussed below). 

 By stipulation, then, the structural representation of the exemplary ARI Him (often) read a 

book?!  elaborated so far receives the following extension158. 

 
(113)  

 
 

What becomes evident from the lack of agreement in (113) is that TARI must be underspecified in 

some respect, otherwise SVA would be established. It seems that at least [ucase:] and [uφ:] of TARI 

are inactive (for now, the tentative notion of feature inactivity shall notationally receive a null 

value [0]159), which is why the subject pro is left unvalued for case (i.e. [ucase:]) and TARI is unable 

to receive the [φ:3/SG/MASC] features from the subject because its [uφ:0] is inactive (or, in other 

words, SVA cannot be established via Agree/probe-goal valuation; cf. 1.2.5). Thus, the pronoun 

subject must eventually receive a default case feature ([ACC] in English) at/before PF, but after 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
158 For the fact that the properties of the T head of the ARI are hard to pin down given that no well-studied compa-

rable non-finite root phenomena is available, I will provisionally refer to it as TARI in order to prevent any con-
fusion. 

159 The case value [0] is not to be confused with the null case of PRO (which would receive the notation 
[ucase:NULL]). Null case is motivated by the UTAH which requires every argument – be it overt or covert (i.e. 
PRO) – to be assigned a θ-role, and consequently case. 

  As to the notion of inactivity, Chomsky (1989, 1999) makes a distinction between Tcomp(lete), which is fully 
specified for the relevant features, and Tdef(ective), which lacks a portion of its typical features. Accordingly, Tcomp is 
selected by C, while Tdef is selected by V, an example being ECM constructions, whose non-finite complement is 
considered a defective clause for its lack of a C-domain. 

 
   (i) I believe TP[him to be a jerk]. – Tdef 
   (ii) I believe CP[that TP[he is a jerk]]. – Tcomp 
 
 However, as it is not clear to me in how far the so-called defective clauses (if they are defective at all) resemble 

ARIs with respect to the featural makeup of T, I refer to the T of ARIs as TARI and to the relevant ‘lacking’ fea-
tures as inactive.  
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Spell-Out. Although [uInfl:] on v cannot be valued with any φ-features by TARI’s inactive [uφ:0], it 

does receive an [INF] value160, which results in its being spelled out as a bare infinitive161.  

 A conceptual problem that is raised by the introduction of a [±FIN] in TARI concerns the 

origin of the specification for finiteness: for one, from a semanticosyntactic perspective, it is not 

clear why [±FIN] should be associated with T(ense), given cross-linguistic variation in the mor-

phosyntactic realisation of finiteness (cf. fns. 161); syntax-theoretically, on the other hand, this 

issue is related to selectional dependencies, given that an embedded non-finite T is selected for by 

a matrix V, while ARIs, being matrix/root clauses themselves, simply cannot have their non-

finiteness selected for by any higher matrix element (for there is none). A solution to this prob-

lem could be designed by way of revising non-finite complementation (cf. 1.2.6), where a differ-

entiation of embedded non-finite clauses into TPs (e.g. ECM clauses, raising constructions; cf. fn. 

159 on Chomsky’s Tdef) and CPs (e.g. control clauses, for-ECM clauses) yields the undesirable 

situation that [±FIN] would have to occur on two heads (T and C) in order to comply with cate-

gorial selection, which must happen under sisterhood in any case (i.e. a selector X and a selectee 

Y must be immediately adjacent, or, put differently, a selector cannot select a constituent simply 

skipping an intervening head). A straightforward reconception of non-finite complementation 

that would yield a uniform and generalised c-selection of embedded clauses in terms of finiteness 

would be to construe C as the locus of finiteness (i.e. of [±FIN]), in which case it would always 

be a phrase CP carrying the categorial feature [C] specified for [±FIN] that is selected (i.e. 

V[uC]…C[C]). The obvious mismatch between the category C(omplementiser) and the notion of 

finiteness can be resolved by appealing to Rizzi’s (1997) articulated C-domain (cf. 1.2.6), which 

makes a dedicated functional category available as a host for [±FIN]: the finiteness projection 

Fin(P).  

 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
160 I assume that [Tns:] on T cannot only take values that locate the event time relative to the utterance time (i.e. the 

function of common tenses), but also a null tense value, i.e. INF(INITIVE), which is taken to express formal 
(and possibly also semantic) non-tensedness. Accordingly, in root-infinitival structures, [uInfl:] on v is valued 
[INF] (which receives a null spell-out in English; also cf. fn. 161 below). This proposal is theoretically compatible 
with the nature of the (purely formal) feature [uInfl:] on v, which can receive any of the common verbal suffixes 
depending on the closest Infl-related category it is dominated by (if this is Prog(P), for instance, [uInfl:] on v re-
ceives a value [Prog], and a spellout v+ing). 

  However, it might be conceptually desirable to dissociate the licensing of [INF] itself from the category T, 
given the split of IP (cf. Pollock 1989) into the different inflectional categories T, Mod, Asp (at least), which ho-
momorphically associates one functional projection with the licensing (i.e. capacity of valuation) of exactly one 
distinct feature (e.g. Perf licenses the past participle suffix -EN.). In the present framework, T actually licenses two 
affixes – tense-related and infinitival ones –, a potential issue that can principally be overcome by construing the 
infinitival morpheme as a kind of null tense, just as proposed above. 

161 In English, the infinitival suffix is a zero morpheme receiving a null spell-out (i.e. VERB-Ø, hence the designation 
bare verb). The idea that simple infinitives are morphologically composed of a bare stem and an infinitival suffix 
(which many linguists argue to carry aspectual or modal meaning) is more obvious in languages different from 
English (e.g. German: VERB-en; French: VERB-er/-ir/-oir/…). Crucially, some languages even possess an infinitive 
paradigm inflected for verbal categories such as tense (e.g. Latin), a fact that incidentally rejects a definition of fi-
niteness along the dimension of tensedness, at least from a cross-linguistic, universalistic perspective. 
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 The assumption of a specific functional finiteness projection does justice to the linguistic 

multi-dimensionality of the phenomenon of finiteness (cf. e.g. Adger 2007a). To cut things short, 

what has traditionally been considered finiteness (i.e. finite verb forms, in English) turns out to be a 

cross-linguistically variable, epiphenomenal correlate of more primitive morphosyntactic phe-

nomena, which in turn can ultimately be traced back to a functional, semanticopragmatic specifi-

cation for finiteness (i.e. spatio-temporal anchoring, more on which below). As mentioned above, 

the locus of this specification is the functional category Fin (as introduced by Rizzi 1997), which 

contains a feature [±FIN], valued negatively or positively according to (rather, determining) the 

finiteness of a given clause in its scope. Its maximal projection FinP is immediately above TP, at 

the lower end of a split-CP (the remainder of which, i.e. possible TopPs and FocP, as well as 

ForceP, is omitted here only for expository purposes; it remains to be examined whether there is 

more to the C-domain of the ARI than Fin). 

 
(114)  

 
 

As a consequence of construing [±FIN] as an interpretable feature of Fin, the finiteness specifi-

cation that in the representations above (e.g. [-FIN] in (113)) was provisionally assumed to reside 

in T must be relocated upwards, to Fin162. In addition to [±FIN], Rizzi (1997) argues that Fin can 

also contain other uninterpretable SVA-related features duplicated from the Infl-domain. Basi-

cally, these duplications on Fin are associated with verbal mood, Tense and φ-features, but in a 

much more rudimentary fashion than in the Infl-domain (e.g. [uTns:±PAST] instead of 

[uTns:PAST/PRES/FUT] in Irish; cf. Adger 2007a:12). Exactly which features are duplicated in 

Fin is subject to cross-linguistic variation. What lends support to the assumption of feature dupli-

cation is that in some languages the copies yield morphological reflexes, as shown by comple-

mentisers inflecting for Tense (e.g. in Irish; cf. ibid.) or for φ-agreement (e.g. in West Flemish; cf. 

ibid.:13). While the English C-domain seems indifferent to the overt realisation of duplicated fea-

tures (the Cs that and for, for instance, are non-inflectable), it is reasonable to assume a rudimen-

tary specification for Tense duplicated in Fin, given that in English it is morphological tensedness 

that distinguishes finite and non-finite contexts. On the minimal assumption that this is a simple 
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
162 It is a theoretically desirable side effect that [iFin:±] (or, in short, [±FIN]) easily adapts itself to the feature valua-

tion mechanism (i.e. Agree). In embedded contexts, Fin can then enter in a selectional relationship with a higher 
selector, be it Force (e.g. that) or a matrix V, establishing an Agree relation (i.e. V/C[uFin:]…Fin[iFin:±] > 
V/C[uFin:±]…Fin[iFin:±]). This dependency will be taken up in the discussion of the Force of the ARI in 3.5.  

 81
 

 



     

binary specification, the feature matrix of Fin is extended by an uninterpretable feature [uTns:±] 

(for a concrete formal implementation cf. below). 

 At this point of the discussion, ARIs can be argued to constitute FinPs, negatively specified 

[-FIN]. However, it is justified to object on logical and economical grounds that a minimally nec-

essary clausal structure should suffice to describe the surface-syntactic extension of the ARI (just 

like the bare vP account discussed above, in 3.3, assumed). Thus, from a reductionist perspective, 

it might be posited that ARIs constitute defective structures truncated to TP (i.e. Tdef; cf. fn. 159), 

akin to e.g. ECM clauses. By analogy, however, it would be even more economical to assume a 

head Fin superseding the TP of every non-finite clause (let alone every finite clause), to the effect 

of maximally generalised structural uniformity. The fact, for example, that some ECM verbs can 

alternatively select for a non-finite C for, can be reduced to one and the same schematic clausal 

syntax (cf. (116)). 

 
(115) a. I wanted TP-def[him to read a book].  
 b. I wanted CP[for him to read a book]. 
(116) I wanted FinP[(for)[-FIN] TP[him to read a book]]. 

 

The assumption of an obligatory projection Fin ties in nicely with E&G’s observation concerning 

a characteristic of Group I languages: their availability of a low C-related category F that enables 

V-T-C raising and restricted left-peripheral phenomena (cf. p. 52). E&G note that F seems to be 

associated with the speaker’s point of view (POV; also cf. 1.2.7 for the notion of speaker deixis), 

which in turn must be closely related to the φ-feature PERSON (according to the implicational rela-

tion [φ:1/SG] = I = SPEAKER163). In the unmarked case, the POV is that of the SPEAKER, but it is 

possible that the mind of an entity different from the SPEAKER is reported in an EXP, e.g. that of 

the ADDRESSEE164. As discussed in Haegeman (2004), CLLD topics (i.e. topics coreferential with 

a TP-internal clitic pronoun, a phenomenon that (some) Romance languages, inter alia, are noto-

rious for) are licensed by F, as opposed to hanging topics and (non-clitic) LD, which are licensed 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
163 While ‘speaker’ simply refers to the real-world entity uttering an EXP, ‘SPEAKER’ (and similarly, ‘ADDRESSEE’) is 

intended to denote a syntacticopragmatic argument, i.e. the syntactic representation of a speaker as a participant 
in a speech event. There is conclusive evidence for assuming some representation of notions like SPEAKER in the 
syntax, e.g. an evidential adverb like apparently (cf. 1.2.7 on Cinque’s hierarchy) presupposes a sentient perceiver 
(i.e. the speaker/SPEAKER) since a propositional information must be apparent to someone by definition (cf. 
Tenny 2000:319). Also cf. fn. 164 for a more detailed exposition of this point. 

164 Another example that conclusively lends support to the assumption of POV (or a similar category) being encoded 
in syntax is the following alternation between declarative and interrogative sentences, in which the evidential ad-
verb evidentially can refer to two different POVs. 

 
  (i) a. Mary evidently knew the victim. – evident to SPEAKER 
 b. Who evidently knew the victim? – evident to HEARER 

(cf. Speas & Tenny 2003:17) 
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by the higher Top (of Rizzi’s split CP)165. Interestingly, it is occasionally proposed (e.g. by Boeckx 

2002) to identify Rizzi’s (1997) Fin with Uriagereka’s (1988, 1995) F166. Correspondingly, it is 

likely to be Fin where clitic pronouns, which are considered PERSON-defective copies of their dis-

located coreferent (cf. p. 52 for a concise description), raise-adjoin to receive a discourse-based 

interpretation (if not overtly, they move there covertly at LF, at the latest). Be that as it may, the 

question why (Indo-European) languages vary in the availability of CLLD (put more generally, 

low topics) ultimately remains unclear. Boeckx (2002:50f.) suggests a diachronic relatedness in 

terms of specialisation: the Fin of Romance (and other) languages comprises more features than 

just strictly finiteness-related ones (namely some related to POV), while the Fin of e.g. Germanic 

languages like English has developed to a more restricted, purely finiteness-related category in-

compatible with CLLD (a precondition for this difference probably is the phonetic erosion of 

pronouns that leads to clitics in the first place). This brief digression into the syntactic nature of 

topicalisation processes and how they vary across the languages discussed in the present study 

lends support to the construal of a finiteness projection Fin that is cross-linguistically variable 

with regard to its featural contents (the essential semanticopragmatic function, i.e. anchoring, re-

mains constant, though).    

 I take this reanalysis of the clausal structure of ARIs, to indicate that the ARI in both 

Group I and II languages constitutes (at least) a FinP, with the featural makeup of Fin being sub-

ject to cross-linguistic (maybe parametric) variation, which should correlate with the varying 

availability of left-peripheral phenomena. Accordingly, updated to the level of FinP, the exem-

plary ARI Him read a book?! has the following syntactic form. 

 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
165 While there can generally only be one syntactic focus in sentences, this is obviously not the case for topics, which 

accordingly demand a finer differentiation. In addition to aboutness topics (≈ hanging topics, by simplification 
also including LD topics), which are associated with the high topic projection Top (cf. 1.2.6, also fn. 65 on IS the-
ory), and which are probably licensed by Force, it is the subtype of so-called familiarity topics (≈ CLLD topics) 
that are relevant here. These are licensed by a projection in the low area of the C-domain, namely F/Fin (contra 
Rizzi 1997, who assumes yet another Top; cf. fn. 63). One difference between these two kinds of topics is that 
aboutness topics may be informationally unfamiliar, while familiarity topics must per definitionem be always familiar. 
Also, the fact that in Romance, multiple CLLD topics are allowed suggests that topics in English, where at most 
one topic per clause is permitted, are aboutness topics (i.e. licensed by the high Top). Cf. Haegeman (2004:185f.) 
for an overview.    

166 Actually, only with a subcase of F: While Uriagereka’s characterisation of F as being associated with ‘point of 
view’ aimed at the rather broad assumption that any given C-related category (theme/topic, focus/rheme, force, 
mood, etc.) basically reflects one aspect of the speaker’s mental state with respect to discourse, the label POV as 
ascribed to F by E&G is a more specialised concept related to the perspective from which a propositional infor-
mation is reported (thus, E&G’s adoption of F is not identical with Uriagereka’s original conception; cf. fn. 126).   
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(117)  

 
 
When the derivation of the TP is complete, the head Fin is merged in, negatively specified for an 

interpretable feature [-FIN] (explicitly, [iFIN:-]) and a rudimentary tense feature that reflects the 

untensedness correlating with non-finiteness in English. In the light of probe/goal theory, it is 

possible to construe the tense relation between Fin and T as one between an unvalued [uTns:] 

probing for [Tns:val] in order to receive either a positive specification (i.e. [uTns:+]… 

[Tns:PAST/PRES/FUT]) or a negative one (i.e. [uTns:-]…[Tns:INF]). This means that [±Tns] is 

just a shortened notation for [uTns:±], in analogy to the treatment of the [FIN] feature (cf. fn. 

157). An important difference between [FIN] and [Tns] on Fin, though, is that the former is an 

interpretable semanticopragmatic feature encoding the contextual anchoring of a proposition 

(more on which below), while the latter is a uninterpretable morphosyntactic feature necessary 

for e.g. complementiser agreement (something non-existent in English, but, for instance in West 

Flemish; cf. p. 81). Accordingly, it is not clear which overt syntactic effect, if any at all, the [±Tns] 

feature on Fin in English could possibly induce, but undoubtedly other languages, where Cs can 

inflect for variable features (cf. ibid.), are morphosyntactically sensitive to the language-specific 

rudimentary feature specification in Fin. Finally, it should be noted that I take a value [0] as in the 

features [ucase:0] and [uφ:0] carried by TARI to indicate that the respective feature is invisible to 

the derivation. If this were not the case, the unvalued uninterpretable features would lead to a 

crash of a derivation, remaining unchecked/undeleted at LF167. 

 Interestingly, the structural generalisation of ARIs (and, by hypothesis, of non-finite clauses 

in general) to FinP allows for a strictly syntactic account of the valuation of ACC subject case 

that is typical of (certain) non-finite environments, instead of invoking a default case mechanism. 

Within recent phase theory (cf. Chomsky 2006, 2007), which is an extension of the minimalist 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
167 Alternatively, one might still adopt the proposal that non-finite T is defective (cf. fn. 159), i.e. that e.g. TARI simply 

lacks [ucase] and [uφ]. Although ultimately not much hinges on which assumption is supported (but cf. an alterna-
tive analysis of [ACC] immediately below in the text), I prefer the maximally generalised availability of a number 
of functional heads, among them Fin, across clauses, with the internal featural composition subject to cross-
linguistic variation, and not the presence of the heads themselves. 
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syntax framework as outlined in ch. 1, the uninterpretable Infl-related features that have been as-

sumed to reside in T (i.e. [uφ], [ucase], and [uD*]) are relocated into the phase head C, with T left 

behind only containing a feature [iTns:val] (cf. Pesetsky & Torrego 2001)168. This reconception 

was dubbed feature inheritance, because T inherits features from C (cf. e.g. Albiou 2007)169. 

Thus, on the plausible assumption that the phase head C can be reanalysed as Fin, Fin transmits 

the aforementioned Infl-related features to T, via a process distinct from valuation, though. 

 In the updated version of clausal syntax, then, the only features that remain to T, prior to 

inheritance, are the categorial feature [T] and the tense feature [(i)Tns:val]. Exactly which features 

T inherits subsequently, upon the Merger of Fin, depends on the nature of Fin, i.e. whether it is 

finite or non-finite, as will become clear in the following discussion. A desirable benefit from this 

reconception is that the licensing of case can be dissociated from φ-agreement features170, instead 

being tied to [±FIN]. Accordingly, in phase theory case is taken to be inherent to phases, or, to 

be precise, to phase heads (in the case of subject case, i.e. C, while it is v for objective case; cf. 

Alboiu 2007:4)171. Alboiu (2007:12ff.) argues for a distinction of finite and non-finite Fin 

(reinterpreted C) in terms of the availability of φ-features: The former possesses a complete set of 

φ-features (the exact composition of which is subject to cross-linguistic variation), the latter does 

not. Provided that it is essentially an inherited [uφ:] on T that instantiates SVA, the presence or 

absence of [uφ:] on Fin could also capture the correlation between NOM and SVA (instead of the 

traditionally assumed descriptive implicational relation; cf. fn. 170), on the one hand, and the 

ACC-marked subjects in the absence of SVA, on the other: A non-finite Fin, which is not 
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
168 Essentially, a phase (introduced in Chomsky 1998) can be defined as a derivational chunk that is ready for Spell-

Out, and is characterised by certain properties that set it apart from other non-phasic chunks. This derivational 
partitioning is supposed to considerably simplify the computational system, which does not have to handle a 
whole derivation at each step in a derivation any more, but only what is left once a phase has been Spelled Out 
(by so-called multiple Spell-Out). Once Spelled Out, a phase is not available to the computational system any 
more, except for its edge (i.e. its specifier(s)), where edge features (e.g. the [EPP]) can attract elements that are still 
needed for the further derivation.  

  On the clausal level, phases comprise CP and vP (C/v being phase heads), but not TP or VP. Although the 
particulars of phase theory are not immediately relevant to the present study, it is notable that T is no phase head, 
which is reflected in various properties shared by the phases CP and vP, but not by TP (e.g. pseudo-clefting; cf. 
fn. 62). Thus, C (notwithstanding other phase heads) is in some way conceptually superior to T, so to speak – a 
fact in line with the feature inheritance hypothesis pursued here (i.e. C[uF]…T[ ] > C[uf]…T[uf]). Cf. Boeckx & 
Grohmann (2007a) for a critical assessment of the concept of phases. 

169 I quote Chomsky (2006:14) on inheritance: “[T]he precise mechanism does not matter here”. For a good descrip-
tion and a justification of feature inheritance in minimalist terms, cf. Richards (2006). Note that inheritance, just 
like valuing during Agree, does not violate the Inclusiveness Condition (no introduction of new elements into a 
derivation). 

170 As already mentioned before, traditionally, the licensing of subject NOM case (i.e. by T to [Spec,TP]) was tied to 
the presence of φ-features on T, and thus, ultimately, to whether agreement (or morphological reflexes thereof) 
was present.  

171 Although not excluding articulated functional domains from syntactic analysis, basal syntactic theorising (as 
Chomsky generally pursues it) commonly proceeds along the three CFCs (core functional categories) v, T, and C 
(cf. Chomsky 1995), not paying any closer attention to the fine structure of a given CFC. However, the CFCs and 
the three articulated domains adopted in the present study are basically the same phenomena looked at from dif-
ferent levels of abstraction. Thus, if, for instance, a property X is ascribed to the CFC C, it must subsequently, on 
closer scrutiny, be located in one of the projections available in a split C (after all, e.g. a complementiser is sub-
stantially different from e.g. a topic). 
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endowed with [uφ:], may license ACC. Thus, in the case of the non-finite ARI, T not only inherits 

the EPP feature [uD*] from FinARI (eventually attracting the subject-to-be to [Spec,TP]), but, by 

stipulation, also [ucase:ACC], which licenses ACC subject case, just like in contexts with an overt 

non-finite C for172. In sum, TARI inherits a [ucase:ACC] feature from Fin in addition to the EPP 

feature. What it does crucially not receive is a [uφ:] SVA probe, which is not licensed by FinARI 

(nor by any other non-finite Fin; after all, there should ultimately only be two kinds of Fin – a 

finite and a non-finite one). 

 With a theory of the C-T domain in place, E&G’s observations regarding adverbial modifi-

ability, and the related opacity/perfectivity constraint (cf. (87)), can be integrated accordingly: 

Group I languages allow for deictic past adverbs because their main verbs raise beyond T (V-T-C 

movement), targeting Fin, to the effect that the eventuality variable [e] carried by a verb escapes 

the opaque T-domain and can be locally bound/satisfied by R (i.e. Ri v[e]i+Fin > T[deictic] > Asp[def] 

> vP[ν[e]…], in analogy to (90)); in Group II languages like English, on the other hand, lexical 

main verbs remain in situ within the opaque domain, which is why [e] cannot be bound, and con-

sequently modifiability by temporal deictic adverbs (yesterday) is not possible.  

 The clausal structure of the English ARI can thus be once more revised as follows. 

 
(118) Fin[-FIN, -Tns] > TP > (ModP) > (AspP) > vP > VP 

 

 It was stipulated throughout the discussion of finiteness that finiteness is a primitive se-

manticopragmatic concept, which can have various morphosyntactic reflexes, depending on the 

language under consideration (as to English, it is Tense and SVA). With the introduction of the 

category Fin and the concept of feature inheritance, the model elaborated in the present study is 

now able to adequately capture the formal non-finiteness of the ARI, and should, by prediction, 

also be able to account for the finiteness in other syntactic environments. What remains to be in-

vestigated, then, is the semanticopragmatic function of finiteness, which, in a nutshell, can be 

identified with the notion of anchoring (which has already occasionally cropped up during the 

preceding discussion). Therefore, the following section will outline a theory of anchoring, and 

how it could possibly extend to the ARI. 

 

 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
172 Notice that although they are ultimately historically related, the complementiser for cannot be simply equated with 

the preposition for, above all with respect to case-assignment, given that it is not necessarily due to the C for itself 
that the subject following it is marked ACC: there are English varieties that allow for NOM subjects in this con-
text, for instance Newfoundland English in Canada and working-class Somerset English in the UK, which permit 
sentences like For he to listen to that talk was awkward, but show ACC-marking with prepositional for (cf. Alboiu 
2007:20). 
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3.4 The ARI: Floating in spacetime or both feet on the ground? 

Having elaborated the FinP structure of the ARI, I once more return to its semantic/pragmatic 

dimension, by way of quoting Rizzi’s (1997:283) characterisation of the nature of the C-domain 

as an introduction. 

 
We can think of the complementizer system as the interface between a propositional content 
(expressed by the IP [i.e. the TP; N.W.]) and the superordinate structure (a higher clause or, 
possibly, the articulation of discourse, if we consider a root clause [my emphasis; N.W.]). As such, we 
expect the C system to express at least two kinds of information, one facing the outside and 
the other facing the inside. 

 

So far, I have only explored the interface between Fin in the low C-domain and the propositional 

TP in its scope, concluding that the makeup of Fin (i.e. [±FIN]) determines language-specific 

morphosyntactic aspects of the TP, which are associated with verbal categories (TAM), on the 

one hand, and φ-agreement/SVA, on the other (at least in the languages under examination). In 

line with the identification of the C-domain as the locus of speaker deixis/POV (cf. 1.2.7 and 

3.3), formal finiteness can be translated into a semanticopragmatic concept as follows: A Fin 

positively specified for finiteness (i.e. [+FIN]) anchors a propositional TP in its scope to the spa-

tio-temporal dimension of the speaker’s model of the real world (i.e. WR(SPEAKER), a mental con-

struct173), which in English is grammatically instantiated by relating morphological Tense to a 

time in WR(SPEAKER). On the assumption that the highest projection in a clause (say, the Rizzian 

Force) introduces the speaker’s view on WR(SPEAKER) into syntax, i.e. how she evaluates the 

truth of a proposition, as a model of evaluation MX(SPEAKER)174, Fin at the lower end of the C-

domain would have to interact with that projection in some way for spatiotemporal anchoring to 

be established. Thus, before proceeding to the interface between the highest C-related category 

and its superordinate structure (i.e. Force/ME(SPEAKER)), I would like to make the notion of an-

choring as the central function of finiteness more explicit by taking a look at Bianchi’s (2003) 

proposal (also cf. Adger 2007a:11f.). 

 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
173 This concept is adopted from Quer (2001), who investigates the interaction between verbal mood (indicative, sub-

junctive) and shifts in the speaker’s model of evaluation of a proposition (cf. fn. 174 below). It should be noted 
that WR(SPEAKER) is only the default ‘real world’ model at the base of e.g. assertions. Accordingly, a speaker can 
also model an alternative realisation of the real world WX(SPEAKER), as in directives or wishes, where the world 
modelled is evidently not the real one, but a futural or hypothetical world (hence, irrealis; cf. Quer 2001:86).  

174 By default, this is the epistemic model of the speaker ME(SPEAKER). I quote Quer (2001:84): “For unembedded 
assertions the individual anchor is the speaker and the relevant model is the epistemic model of the speaker, 
ME(speaker), which is the default one: it stands for the speaker’s worldview and it represents his or her epistemic 
status, what s/he knows and believes”. The epistemic model of evaluation can shift to other ones, e.g. to a buletic 
model (relating to wishes/desires/wants; a subtype of root modality): an optative (including subjunctive mood) 
like God shave the queen! is evaluated on the base of MB(SPEAKER). Importantly, the individual anchor, i.e. the entity 
a model refers to, need not be the speaker, as evident in embedded clauses: Anna thinks that penguins fly contains an 
embedded ME(ANNA) (cf. Quer 2001:83). 
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 Bianchi (2003) argues that finiteness essentially encodes the logophoric anchoring of a 

clause: “Every clause is anchored to a Logophoric[175] Centre: a speech or mental event, with its 

own participants and temporal coordinates, which constitutes the centre of deixis” (the 

logophoric centre LC ≈ the Bühlerian origo). An LC is composed of three dimensions: 

PARTICIPANTS (SPEAKER, ADDRESSEE,…), TIME (most importantly, the speech time ST), and 

SPACE (the ‘here’ of the SPEAKER). Finite clauses are anchored to an external LC (ELC), i.e. a 

speech event (SE) in the real world (i.e. an utterance)176, while embedded non-finite clauses are 

anchored to an internal LC (ILC), an SE represented in its matrix clause, to be specific, by [e] on 

the matrix verb (i.e. only a linguistic representation of an utterance)177. On the assumption that 

the Reichenbachian S is encoded in syntactic structure, Fin is taken to include a representation of 

the LC, be it external (real world), or internal (matrix clause), encoding PARTICIPANTS, TIME (ST), 

and SPACE of a SE, to which the TP-internal PERSON178 (φ-feature), ET, and possible deictic 

locative expressions are anchored. Evidently, the ARI, as a non-finite root phenomenon lacking 

Tense, needs closer inspection with respect to the nature of the LC it is anchored to: It cannot, of 

course, be anchored to an ILC of a matrix clause (for there is none), nor does it seem to be 

anchored to an ELC, at least not in the same way as finite root clauses are, namely via Tense (i.e. 

the formal instantiation of finiteness specific to English). One way of resolving this problem is 

assuming that an LC in Fin[-FIN] is internally different from one in Fin[+FIN]. Indeed, with 

regard to non-finite control clauses (but cf. fn. 177), Bianchi (2003:13f.) proposes that an ILC 

only licenses referentially dependent PERSON (i.e. [-R]179), the interpretation of which is restricted to 

the PARTICIPANTS in the ILC. Thus, in the following example, the PERSON feature of the 

embedded null subject PRO can only anaphorically refer to one of the participants in the 

reported speech event John asked Maria (it refers to the ADDRESSEEILC Maria)180 represented by the 

event variable [e]i, but to no other referent. (For expository purposes, in (119) the ILC is split up 

into ADDRESSEE and RT only, abstracting away from the SPATIAL dimension). 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
175 Logophoricity refers to the grammatical encoding of a source of a discourse, i.e. from whose POV a propositional 

information is reported (prototypically, i.e. the speaker, but not necessarily). In Bianchi (2003), however, logo-
phoricity more generally refers to the deictic centre and its dimensions (participants, space, time), and how it is 
encoded in syntax. 

176 Actually, the ELC is the mental construal of a SE (whatever the ontological status of the latter) in WR(speaker). 
For the time being, I will abstract away from the non-identity of an LC and the SE it models, more or less treat-
ing them as one phenomenon. 

177 Although Bianchi (2003) restricts her discussion of non-finiteness to embedded non-finite clauses (to control 
clauses in particular), she briefly addresses the possible validity of her proposal for root non-finiteness (cf. fn. 
183). 

178 The anchoring of PERSON features to PARTICIPANTS of a SE interpretatively links [iPERS:1/2] to the SPEAKER and 
the ADDRESSEE of a SE, while [iPERS:3] is linked to the participants of a reported event (i.e. represented in the 
propositional TP; obviously, the deictic use of [iPERS:3] is excluded here).  

179 While R(eferring)-expressions (i.e. [+R]) are lexical DPs that can establish reference independently, functional 
DPs (e.g. pronouns) are [-R], and must be bound and interpreted anaphorically. 

180 Here, the matrix event is a speech event (as inherent to the predicate ask), but it could also be a mental event, as 
in John believed Maria to cook dinner. 
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(119) a. John asked Maria [to cook the dinner]. (John = SPEAKERILC, Maria = ADDRESSEEILC) 
 b. 

 
(adapted from Bianchi 2003:14) 

 
Any interpretation concerning (semantic) tense in non-finite clauses can only arise from linking 

the ET to a reference time RT in ILC, which crucially is distinct from the ST in the matrix 

ELC181. Thus, while in the unmarked case ST coincides with RT, giving rise to absolute tense (i.e. 

ET linked to RT=ST), in non-finite (embedded) clauses at best relative tense can emerge (i.e. ET 

linked to a RT≠ST; but cf. fn. 181 below). As to SVA, Bianchi (2003:14) correlates [-R] PARTICI-

PANTS in an ILC with the absence of a [uφ:] probe on C/T, and hence, ultimately, with the ab-

sence of SVA. Subject ACC case is licensed by [-FIN], which is construable as a covert counter-

part of the non-finite C for182. This state of affairs yields the following implicational relations. 

 
(120) a. [+FIN] → ELC → PARTICIPANTS[+R] → C/T[uφ:] → C/T[ucase:NOM]; ST = RT 
 b. [-FIN] → ILC → PARTICIPANTS[-R] (→ C/T[ucase:ACC]?); ST ≠ RT  

 

Bianchi (2003) does not explicitly address the ARI, nor non-finiteness in root contexts in general, 

but she does refer to matrix infinitival questions on some few occasions183, and how they should 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 

 

181 While it is undisputed that there is no morphological Tense in non-finite contexts, there is no consensus as to 
whether a possible tense interpretation arises as a relational epiphenomenon (so-called sequence of tense (SOT)), 
or whether non-finite clauses might actually be semantically tensed (by some feature). On the assumption that it 
is SOT that determines the temporal interpretation of embedded non-finite clauses, it would actually simply be 
[e], and not a representation of the event time ET, that is linked to a reference time RT in ILC, for the reason 
that the event denoted by vP/TP does not carry a tense/time specification. 

182 Since NOM case is assumed to be ultimately licensed by Fin[+FIN], rather than by [uφ:] on T, it can consequently 
not emerge in non-finite environments, only in finite contexts. The question to pursue is which semantic import 
the contrast between NOM and ACC subject case could have, and more generally, what the role of case really is, 
given that, intuitively, it is unlikely to be a purely formal, semantically void (i.e. uninterpretable) feature, as it is 
commonly assumed in contemporary generative syntax.  

183 Bianchi (2003:2) notes that matrix infinitival questions receive modal interpretations, but other than that she ex-
plicitly refrains from including them in her analysis. The following is a German example of such a question bor-
rowed from Bhatt (2006:210). 

. 
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be treated within her theory. Accordingly, she notes that these have an ILC (not an ELC like fi-

nite root clauses), which “is contextually licensed on a semantic/pragmatic basis” (Bianchi 

2003:31, fn. 30). She reaches this conclusion after discussing cases of so-called non-obligatory 

control, which, in contrast to what is commonly understood as control184, involves infinitival ad-

juncts like gerunds, in which no controller is available for the gerundival null subject PRO, and 

the matrix subject is ruled out as a potential controller candidate on independent grounds (nor-

mally, hotels do not travel). 

 
(121) [PROi Having travelled all day]k, [the hotel]j was a vision indeed [PRO having…]k.185 

(cf. Bianchi 2003:12) 
 
In this example of non-obligatory control, the null subject PRO of the adjoined gerund (whose 

exact internal structure is irrelevant to the present discussion) is non-coreferential (i.e. contrain-

dexical) with the matrix subject the hotel. Instead, the ILC of the gerund, which is supposed to 

mediate the referential interpretation of PRO, is licensed by a superordinate context, which could 

either be the mental state of a non-specified referent (i.e. MR(X)), or a preceding cotext (e.g. Johni 

was really exhausted. PROi Having travelled all day,…), and not by an element in the matrix clause. As 

assumed in (120), the LC of ARIs could correspondingly be argued to be an ILC, i.e. an LC that 

is not determined by an external SE, but by another contextually given SE (or mental event). It 

should be pointed out that ‘internal’ simply means that the ILCARI (or, by hypothesis, any root 

ILC, like that in (121), for instance) does not represent a model of a SE in the external world, but 

rather a model of a SE (or mental event) internal to a discourse world (be it an intraclausal or tex-

tual cotext, or a mental context186). Thus, an ILC is a multiple modelling of an external SE (ap-

proximately, i.e. SEworld > ELCmind-1 > ELCdiscourse > ILCmind-2 > ILCARI)187. Based on Lambrecht’s 

(1990) notion of context proposition, this conception could be discourse-dynamically applied to 

                                                                                                                                                      
 
 (i) Wohin gehen? 
 ‘Where should/could/may we/I/one go?’ 
 
184 I.e. obligatory control, e.g. in Ii promise [PROi to go], where the embedded null subject PRO must be coreferentially 

controlled by the matrix subject, hence the (co)indices. 
185 The objection that these kinds of constructions are illicit in the first place for being ‘dangling participles’ (i.e. par-

ticiples that lack an overt/explicit coreferent for their covert/understood subject) is merely prescriptivist, since 
under appropriate pragmatic circumstances (i.e. in unambiguous contexts) dangling participles are quite felicitous 
(they are grammatical in any case). Thus, the dangling participle in (121) should not really pose a problem to the 
explicitness of the utterance, since its interpretation is straightforward, due to the piece of shared encyclopaedic 
knowledge that tells us that hotels are rather unlikely to engage in travelling. 

186 This is similarly expressed with respect to ARIs (IRCs) by Lambrecht (1990:6): “The expression of ‘surprise, dis-
belief, scepticism, scorn, and so on’ [quoted from Akmajian (1984:2); N.W.] is not directed at some situation or 
event, as Akmajian has it, but at the LINGUISTIC EXPRESSION of a situation or event, i.e. a PROPOSITION 
which was expressed (or contextually implied) in the immediately preceding discourse”. However, to be precise, it 
should be noted that contextual SEs must of course also pass through the speaker’s mind (as a 
model/representation) before they can be encoded as a possible root ILC.  

187 This is a performance-based, dynamic interpretation of the competence model and how it would interact with 
other modules. Thus, ‘mind’ can be equated with the C-I system. 
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the ARI (e.g. Him read a book?!) in the following informalised fashion: First, there occurs an SEworld 

involving the usual constants (participants, space, and time), which a speaker1 encodes as an 

ELCmind-1 in order to anchor to it an utterance like I heard that he reads books. Then, another 

speaker2 (i.e. the former addressee1) retrieves the ELCdiscourse (formerly ELCmind-1), encodes it as 

ILCmind-2, and anchors the ARI Him read a book?! to ILCARI, the syntactic translation of ILCmind-2
188. 

Thus, once more the FinARI needs to be modified, extending it by the representation of an ILC 

(comprising PARTICIPANTS, TIME, and SPACE). 

 
(122)  

 
 

 With the absence of (absolute) tense, an ARI can not be evaluated for its truth like finite 

assertions can be, because it cannot be anchored to a ST, which is the evaluation time for an ET 

included in a proposition (put informally, for a proposition to be true or false, it must be so at a 

definite point of time189). This property is consistent with the modal-irrealis dimension attributed 

to the ARI (but also to most other non-finite structures, e.g. in I want [you to leave], where the em-

bedded non-finite clause is futural, and hence irrealis): The non-real world in which the event of 

him reading a book is construed is grammatically instantiated either by the omission of a temporal 

dimension, eventually yielding formal non-finiteness (this seems to be the case in the ARI, which 

is unanchored from TIME, i.e. from ST, with maximally a RT available)190, or by another gram-

matical means that induces an irrealis interpretation (e.g. verbal mood shift to subjunctive). Al-

though logophoric anchoring evidentially has to do with a relation between a speaker (LC) and a 

propositional content (TP), it must crucially not be conflated with the syntactic encoding of sen-

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
188 Evidently, the construal of the ILCmind-2 must involve some modification (the stripping off of Tense, or, from an-

other perspective, the substitution of RT for ST), which might be related to the model of evaluation that the 
speaker chooses (apparently not the default epistemic one, i.e. not ME(speaker), which is basically realis, but an ir-
realis one). This point will be further discussed below. 

189 I quote Platzack (2001:366): “Whereas tense introduces a time line, finiteness anchors this time line to the here 
and now of the speaker at the moment of speech. Without this anchoring, no truth value can be determined: fi-
niteness makes a proposition out of a predication”. Again, here a proposition sensu stricto is meant, not a proposi-
tional content (syntactically, i.e. any TP, at least), which sentence types other than assertive declaratives arguably 
have (cf. 1.2.8). 

190 It is imperative to note that unanchoring cannot be universally tied to Tense/time, for the very reason that there 
exist languages which apparently do not have a Tense system, marking finiteness differently (e.g. Mohawk; cf. 
Travis & Baker 1997; also cf. 2.4). However, whatever the means employed to establish a relation between the 
speaker’s deictic centre (arguably, a universal trait of human cognition) and a proposition (likewise), it should be 
predictable that in case of non-finiteness a proposition in any language is at least in one dimension detached from 
the ILC, which should be tantamount to some morphological TAM-marking being reduced. 
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tential Force. Sentence types and the question whether the ARI might form one such constitute 

the topic of discussion in the following section.  

 

3.5 The ARI: May the force be with it! 

The portion of the C-domain that ‘faces upwards’, towards a discourse or mental context, intro-

duces the speaker as a sentient argument into syntax. Thus, it is among other things (e.g. consti-

tuting topichood, encoding the salience of a constituent/referent from the speaker’s POV) con-

cerned with the encoding of illocutionary force, i.e. the speaker’s attitude towards the proposition 

that is encoded by TP (or, to put it more pragmatically and less semantically, the speaker’s com-

municatory intent), into syntax, yielding sentential Force. A particular sentential Force, in turn, 

operates on a syntactic structure, giving rise to formal clause types. These factors interact to pro-

duce what has traditionally been recognised as sentence types, which are strictly speaking no 

grammatical object proper, but an epiphenomenal conglomerate of different linguistic-cognitive 

components (cf. 1.2.8). Given the strong intuition that an ARI is backed up by a rather expressive 

illocutionary force indicative of the speaker’s presence (i.e. incredulity)191, it is reasonable to in-

vestigate whether the ARI could not be reanalysed as an independent sentence type (a theoretical 

perspective that is alluded to in the title of the present study, which ultimately draws on Akma-

jian’s 1984 similar (implicit) suggestion; cf. 2.2). Provided that clause-typing at least involves one 

silent operator that sits in Force (or, to put it more neutrally, in the highest projection of the C-

domain), which is the syntactic translation of the illocutionary force of a given utterance, one 

might similarly posit such an operator for ARIs. Accordingly, I reinterpret the stipulation that 

ARIs are structures truncated to FinP (or FP, in E&G’s work), instead assuming the ARI to be a 

fully-fledged, non-defective CP (ForceP) with type-specific restrictions (not ‘construction-

specific’, though; type essentially refers to the type operator in Force). I propose that eventual 

differences in modifiability and in other compatibilities between the ARI and other sentence 

types can be accounted for by type-specific Force operators (and possibly cross-linguistically vari-

able functional projections, e.g. Fin) – a general theoretical position that, in my view, is to be fa-

voured over a truncation-based, reductionist approach192.  

 Thus, drawing on the evaluation model approach by Quer (2001) (cf. 3.4), I attempt to 
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
191 Unlike an assertive-representative CRI, which could indeed be considered to float in space, unanchored and un-

forced (e.g. Him read a book.). Of course, a die-hard pragmaticist would object that any utterance must be bound 
to a speaker for the sake of being an utterance that is uttered by a speaker, but the crucial point here is that a par-
ticular illocutionary meaning (incredulity) is systematically paired with a specific clausal form (that of the ARI). 
This does not principally preclude the availability of illocutionary meaning being purely mediated by discourse 
(certainly some of Progovac’ss nonsententials are; cf. 3.3), rather than by syntacticosemantic means (operators).  

192 After all, given that simplicity is a relative concept, and not an absolute one, it is not at all clear how a slight dif-
ference in the number of projections (say only Fin, as opposed to Fin+Force), in which two alternative deriva-
tions of one EXP differ, should really be more/less computationally economical.  
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characterise the model underlying the force operator R in the ARI, contrasting it with the models 

underlying other force operators. I revise the schematic clause structure of the ARI as follows, 

extending Fin by a projection Force, which is the locus of the operator R and the (reflection of) 

the speaker’s evaluation model MX(SPEAKER) (which remains to be defined in a more detailed 

fashion) of the propositional TP. 

 
(123) Force[R, MX(SPEAKER)] > Fin[-FIN, -Tns, ILC] > TP > (ModP) > (AspP) > vP > VP 

 

 Before proceeding to the examination of ForceARI, I would like to put the speaker-related, 

essentially pragmatic phenomena that have been introduced into syntactic analysis in the course 

of the preceding sections into theoretical perspective. Speas & Tenny (2003:1) note that it had 

always been frowned upon within generative theorising to take into consideration any pragmatic 

concept, which were deemed simply too unrestrictive, when engaging in syntactic analysis. It was 

only with the emergence of early minimalism that those concepts were considered more relevant 

to syntax, considerably so within cartographic approaches to syntax, which posited a whole array 

of dedicated functional projections (cf. 1.2.7). As a logical consequence, the question as to the ex-

tent of the syntactic representation of phenomena traditionally considered pragmatic was raised. 

As has already been occasionally mentioned in the preceding discussion, the core of the issue 

really is how much workload that is involved in the generation of language (as a holistic phe-

nomenon) could be reasonably sourced out from (narrow) syntax to other modules that are as-

sumed in generative theory (simplified, i.e. C-I, A-P, LEX), and how much should be retained. As 

I have mentioned before, should a ‘pragmatic’ projection turn out to comply with minimalist syn-

tactic theory, I do not see any principled reason to exclude it from syntactic analysis, nonetheless 

leaving open the locus (i.e. the module) of where this projection observes syntactic principles193. 
 

 In order to approach the nature of the Force of the ARI, it is necessary to determine 

whether Force is a primitive grammatical object (the grammaticalisation of a specific 

communicatory intention), or whether it is an epiphenomenal construct compositionally derived 

from other elements. For ease of exposition, I tentatively use a primitivist theory of sentential 

Force for the time being, returning once more to a compositionalist theory of Force at the end of 

this section. Adopting a rough bipartition of the C-domain into speaker deixis (i.e. Force) and 

temporal deixis (i.e. Fin)194, there should exist some principle capturing the dependency between 

Force and Fin – in the case of the ARI, a relation between R and Fin[-FIN]. How different 
–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
193 I quote Speas & Tenny (2003:3): “We will try to show that there are syntactic projections that mediate the syntax-

pragmatics interface. If we are wrong, it seems to us that the pragmatic component must be organized in a way 
that parallels the syntactic component [my emphasis; N.W.] to a surprising extent”. 

194 I quote Haegeman (2006:36): “Along the lines of Tenny (2000, 318), Force might also be relabelled as Speaker 
Deixis (while the lower head Fin might be associated with her Temporal Deixis)”. Also cf. 1.2.7. 
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sentential Forces generally interact with the proposition in their scope can be made explicit by 

investigating the different types of the speaker’s evaluation model a Force is based on (following 

Quer 2001; cf. 3.4). Basically, such a model can be either epistemic, evaluating the speaker’s 

knowledge vis-à-vis a propositional content (i.e. ME(SPEAKER)), or deontic, evaluating the 

speaker’s desires/wants vis-à-vis a propositional content (i.e. MD(SPEAKER))195. Also, whereas a 

deontic model is inherently irrealis, i.e. it presupposes an unreal world WI(X) in which the 

proposition is evaluated, an epistemic one can either be realis (e.g. in assertions, exclamatives, 

etc.) or irrealis (i.e. in questions, conditionals, etc.). Therefore, simplifying, I assume a distinction 

between a realis model of evaluation (MR(X)) and an irrealis one (MI(X)), a subtype of the latter 

being at the base of the ARI (expressing doubt). Rather uncontroversially, MR(SPEAKER) is the 

modal base of assertions and exclamatives, licensing indicative mood, whereas MI(SPEAKER) is at 

the base of imperatives (directives), of optatives, and, as I will argue, of the ARI. Where irrealis 

speech acts differ with respect to each other, however, is in the grammatical category that is 

invoked to fix their clausal form: Either verbal mood is employed (imperative, subjunctive), or 

non-finiteness (the ARI, and possibly other RIs). This is why, at this point in the discussion, I 

terminologically reinterpret the syntactic notion of ARI as incredulitive196, which is a more adequate 

designation for the multidimensional linguistic object that it constitutes (i.e. a sentence type).  

 
(124) a. assertion, exclamative: (WR(X) ↔ MR(X)) → indicative mood  
 b. optative, imperative: (WI(X) ↔ MI(X)) → subjunctive/imperative mood 
 c. incredulitive: (WI(X) ↔ MI(X)) → non-finiteness 
 

Accordingly, on the assumption that Mood is licensed in a head below T (…T > Mood > Asp…; 

cf. 1.2.7), the co-occurrence of particular Forces (the syntacticosemantic counterpart of MY(X)) 

with according formal characteristics (non-finiteness, verbal moods) can be captured by selec-

tional dependencies (here displayed in a rudimentary implicational version; the idea is that a given 

operator should carry a selectional feature that selects Fin[±FIN], and accordingly type-specific 

TAM-values in the case of [+FIN], followed by T, Mood, Asp inheriting features from Fin). 

 
(125) a. assertion: AOp[MR(X)] → Fin[+FIN] → T → Mood[indic]  
 b. imperative: IOp[MI(X)] → Fin[+FIN] → Mood[imper] 
 c. incredulitive: ROp[MI(X)] → Fin[-FIN] 

 

 To flesh this out with respect to the ARI, let me begin with the incredulitive force operator 

R, which is a syntactic reflection of an irrealis modal base MI(SPEAKER). Evidently, as pointed out 

above, all the different irrealis modal bases have in common that they refer to an irrealis proposi-

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
195 For expository reasons, I have simplified Quer’s (2001) original distinction of epistemic vs. buletic modality. 
196 I have adopted this term from Progovac (2006), who, however, does not use it to refer to sentential, but to illocu-

tionary force (also cf. fn 147). 
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tional content, but the particular illocutions underlying a specific sentence type differ from each 

other, of course. As a formalisation, this means that the different Force operators are distinct 

grammaticalisations of speech acts, accordingly performing distinct semantic operations on the 

propositional content in their scope: for example, ASSERT, in the case of assertion, COMMAND, in 

the case of imperatives, and DOUBT, in the case of incredulitives (i.e. MD(X) → R(DOUBT)). Con-

cretely, the operation DOUBT is what had previously been identified as the semanticopragmatic 

function of R: widening (cf. p. 55)197. On closer scrutiny, however, it turns out that the mapping 

sequence cannot be simply MD(X) → R → TPwidened. Rather, it is necessary to emphasise the actu-

ally primary role of the prosodic dimension of widening, given the fact that a focal stress is a pre-

condition for the semanticopragmatic effect of contrastive quantification (i.e. widening) to be in-

duced, not only in incredulitives, but also in exclamatives. For example, Him read a book?!, without 

focal stress on him (let alone the final intonation; cf. immediately below), would simply be un-

grammatical/infelicitous in adult language. On the other hand, it seems that any constituent that 

bears a subset of focal stress – contrastive stress – induces widening, not only in incredulitives 

and exclamatives, but also in other clausal contexts (consequently, one could subsume E&G’s 

widening under contrastive stress, as a subtype involving covert quantification). This means that 

the main property of R(DOUBT) is the capacity to assign a contrastive stress, with widening being 

an interpretative, epiphenomenal consequence of the focus. In addition, what becomes evident 

from this reconception is that the final-rising intonation, construable as a grammatical object that 

is conventionally associated with a particular meaning (here, i.e. ‘questioning a (part of a) proposi-

tion’; cf. fn. 136) should be dissociated from focal stress, and possibly from R(DOUBT) altogether, 

instead being attributed to another operator-element responsible for the assignment of intona-

tional contours (focal stress ≠ intonational contour).  

 At this point, with the different components that contribute to the semanticopragmatic in-

terpretation of incredulitives outlined (i.e. MD(SPEAKER), R(DOUBT)198, and Fin[-FIN]), it is worth 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 

 

197 Informally, the illocutionary meaning of incredulity (DOUBT) can be paraphrased by embedding a finite version of 
a given ARI into the complement position of a (matrix) propositional attitude predicate like doubt. 

 
  (i) Him read a book?! 
  (ii) I doubt that he read(s) a book! 
 
 Crucially, (ii) must be taken as what it is – a mere paraphrase. 
198 Incidentally, it is worth mentioning that incredulitives are not the only means to express incredulity, as should be 

predictable given the indirect mapping relation between illocutionary and sentential force (cf.1.2.8). The echo 
question represented in (i), for instance, also expresses incredulity.  

 
  (i) A: I’ve bought you an aeroplane. 
   B: You’ve bought me an AEROPLANE? 

(cf. Blakemore 1994:205) 
 
  As Blakemore (1994:205) notes, “the echoer may be communicating an attitude of incredulity [my emphasis; 

N.W.] towards the proposition that A expressed the proposition that he has bought B an aeroplane”. Incidentally, 
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returning to the issue that introduced the discussion on the sentence-typological status of the in-

credulitive – whether Force is primitive or compositional. Incidentally, in my view, this also 

means to revisit Akmajian’s (1984) Formal Sentence-Type Schema (cf. p. 45), though in a modi-

fied fashion adapted to the construction of sentential Force, and not to the formal clause type it-

self (as Akmajian did), which is only an epiphenomenon of Force. Compositional approaches to 

Force (e.g. Zanuttini & Portner 2003) posit a number of operators, which, being a representation 

of illocutionary forces (i.e. ultimately of an evaluation model in a speaker’s mind), encode various 

semantic concepts (factivity, doubt, etc.) by various formal means (intonational contour, focal 

stress, finiteness etc.), whose interaction ultimately gives rise to formal clause types. Therefore, it 

is appealing to devise a combinatorial schema akin to that of Akmajian (1984), which can be in-

voked to compositionally capture/produce the various sentence types. 

 
Tab. 2: Combinatorial clause type schema 

 PROPERTY 
 
CLAUSE 
TYPE 

factivity 
(realis) 

obligatory contrastive 
focal stress 
(widening) 

exclamatory 
intonation 

rising 
intonation 

(questioning) 

declarative + - - - 

optative - - + - 

imperative - - + - 

exclamative + + + - 

incredulitive - + + + 

wh-interrogative + - - + 

yes/no-interrogative - - - + 

 

Far from complete, it is worth further pursuing the question whether grammaticalised speech acts 

(i.e. sentence types) are constructible out of primitive semanticopragmatic (including convention-

alised prosodic) phenomena – something that the spatial limitations of the present thesis unfor-

tunately do not permit. Be that as it may, such an approach would obviously require the relaxa-

tion of the syntacticocentrism (the primacy of syntax) that characterises contemporary main-

stream generativism, both from a synchronic competence perspective and from a language-

evolutionary point of view, as syntax would have to be sensitive to pragmatic and/or semantic 

components of the mind at least to some extent. 

                                                                                                                                                      
it may further be noted that in echo questions the incredulity is also directed towards a context proposition, and 
not towards a situation/an event: “The relevance of an echo question may also lie in the echoer’s attitude towards 
the proposition that the previous speaker uttered certain words or sounds or expressed a certain proposition” 
(ibid.).  
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 Before concluding the present study, I would like to pay a last visit to an issue that has per-

vaded the discussion of the ARI so far: restrictions on the topic/focus field. Essentially, all the 

authors that have examined the ARI agree on their incompatibility with topicalisa-

tion/focalisation. E&G (2002ff.), however, show that at least in a subset of the languages pos-

sessing an ARI (i.e. in Group I languages) a particular type of low topicalisation, i.e. CLLD, is 

permitted. This exception was tied to the cross-linguistically variable Fin projection, which in lan-

guages like Spanish allows for the fronting of constituents involving PERSON-defective nominal 

elements: clitics (cf. p. 82). Interestingly, as briefly mentioned in fn. 165, there exist different 

types of topics, which are not just positional alternatives, but which crucially show distinct prag-

matic-discursive meanings. Thus, following Frascarelli & Hinterhölzl (2007), the Top position as-

sumed throughout the present study is to be identified as the locus of aboutness topics, which en-

code what a sentence is about (cf. fn. 65; alternatively, aboutness topics are referred to as shifting 

topics, because they shift the addressee’s attention to a topic that has been newly intro-

duced/newly changed to), while the lower topic position (i.e. that of CLLD topics in Group I 

languages) is identified as hosting familiarity topics, i.e. discourse-linked topics that anaphorically 

link the topic constituent to the preceding discourse199. Drawing on an information-structural 

categorisation of topic constituents along the lines of discourse activeness (i.e. what is more tradi-

tionally referred to by the distinction ‘old vs. new information’), one can conclude (simplifying) 

that familiarity topics are active constituents ensuring referential continuity of the discourse, 

while aboutness topics are inactive expressions, establishing some salient point of interest (to at-

tract the addressee’s attention, so to speak)200. From a discourse perspective, then, the two kinds 

of topics can be relationally schematised as follows, with the aboutness topic establishing some 

higher order predication (topic-comment), and the familiarity topic establishing a link to the pre-

ceding discourse (this is no mutual exclusive characterisation, though, since both can co-occur in 

particular languages; cf. fns. 63, 165). 

 
                                                                                         ┌───────────────┐ 

(126) a. DISCOURSE  CP[ABOUTNESS TOPIC   TP[COMMENT] 
 b. DISCOURSE  CP[FAMILIARITY TOPIC TP[…] 
                                              └───────────────┘ 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
199 Not wanting to complicate things, I have abstracted away from another type of topic (and, accordingly, from an-

other topic position), namely (semi-active; cf. fn. 200 below) contrastive topics. Integrated with the structure of 
the C-domain elaborated so far, the topic hierarchy (following Frascarelli & Hinterhölzl 2007) would be com-
posed as follows (where the asterisk indicates the capacity for recursiveness, i.e. multiple FamTops). 

 
  (i) Force > AboutTop > ContrTop > Foc > FamTop* > T >… 
 
 By hypothesis, I have identified FamTop with Fin. 
200 Actually, familiarity topics and continuing topics proper, which really are active aboutness topics (but both establish 

discursive continuity) are two different informational units that only share the same syntactic position (and inter-
estingly also the same intonation): FamTop (cf. Frascarelli & Hinterhölzl 2007:21f.). 
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With respect to the constraint on higher topics in the incredulitive (familiarity topics being ac-

counted for by a cross-linguistically variable Fin; cf. above) it is interesting that other sentence 

types show similar restrictions. 

 
(127) a. He reads books. – declarative 
 b. Books, he reads books. – topicalisation 
 c. Books, he reads them. – left dislocation 
 
(128) a. Read books! – imperative 
 b. *Books, read book!  
 c. *Books, read them!  
 
(129) a. May he read books (some day)! – optative 
 b. *Books, may he read books (some day)! 
 c. Books, may he read them (some day)! 
 
(130) a. He reads books! (I would’ve never thought that!) – exclamative 
 b. *Books, he reads books! 
 c. *Books, he reads them! 
 

What these restrictions on fronting (topicalisation and left dislocation) in some of the English 

sentence types minimally show is that the incredulitive is by no means exceptional in this respect. 

Rather, it seems to be the constitution of the C-domain of a sentence type in terms of the opera-

tors/properties given in the combinatorial clause type schema above (cf. Tab. 2) that is the cause 

for these constraints. Consequently, since the construction of sentential Force is ultimately trace-

able to the speaker’s evaluation model MX(SPEAKER), I propose to correlate a particular evalua-

tion model with the corresponding speaker-related phenomena in the C-domain, among them the 

licensing of aboutness topics. Accordingly, the model MD(SPEAKER) underlying the incredulitive 

does not license aboutness topics (and neither foci)201, while it is due to Fin if familiarity topics 

are permitted.  

 

 In a nutshell, the preceding discussion of the grammar of incredulitives has shown that 

they are no highly idiosyncratic objects of peripheral linguistic relevance, but rather that they are 

grammaticalised speech acts of incredulity that occupy a slot in the linguistic system, just like 

other sentence types do. As laid out in the introduction to the present chapter, this conclusion 

could indeed be reached by appealing to the general principles that the theoretical apparatus of 

minimalist syntax offers. Accordingly, the last step in the derivation of the exemplary incredu-

litive Him read a book?!, before it is sent off to PF and LF at Spell-Out, has the following dia-

grammatic representation. 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
201 Of course, the correlations between different speaker evaluation models and the structure of the C-domain (and 

constraints thereon) need further investigation to derive an explanatorily satisfying account of the facts, instead of 
their merely being restated. For reasons of (lack of) space, I cannot pursue these matters any further here. 
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(131)  

 
 
At the A-P system, this computation is articulated as HIM read a book?!, with focal stress on the 

subject and final rising intonation assigned by R. At C-I, the ARI is interpreted as an irrealis, in-

definite description of an event (something along the lines of ‘There is some event of him reading 

a book’; cf. (79)). At the pragmatic interface, the utterance is interpreted as an expression of in-

credulity towards the indefinite description (i.e. MD(SPEAKER): ‘There is some event of him read-

ing a book’). 
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4 Concluding remarks and loose ends 

In conclusion, I will first outline the findings with regard to the four core issues concerning the 

ARI that were initially formulated in the introduction to the present thesis (cf. p.4).  

 (i) As to the structural relation between the ARI and a potential Satellite expression, I ar-

gued against an inclusion of the latter into a genuinely syntactic analysis of ARIs, contra Lam-

brecht (1990) and E&G (2002ff.) (cf. 3.2). The main evidence put forward by E&G (2002ff.) in 

favour of construing the ARI and a Satellite as one syntactic macrostructure has proven to be 

rather weak on closer scrutiny: NPI-licensing dependencies between the two expressions can be 

reasonably reanalysed as holding within the ARI only (cf. p. 65f.), and the constant intonational 

contour attributed to the operator R turns out to be unsystematic to an arbitrary extent (cf. p. 

66f.). An even more compelling argument against the inclusion of the Satellite resulted from a 

more detailed examination of the categorial nature of the Satellite itself, which turned out to be 

so heterogeneous that its relationship with the ARI is unlikely to be subject to syntactic con-

straints (cf. p. 67ff.). From a more general, conceptual point of view, both Lambrecht (1990) and 

E&G (2002ff.) share the opinion that the ARI lacks the grammatical means to express force on 

its own, which is why it needs to be accordingly saturated by a complementing Satellite to receive 

a pragmatic force. On the contrary, it should eventually turn out that this characterisation of the 

ARI is rather ill-conceived, by far underestimating the pragmaticosemantic capacity of the ARI 

(cf. below on sentence types). All these inconsistencies strongly suggested to (re-) locate the role 

of the Satellite onto a textual, intersentential level of description, and thus into a pragmatic-

discursive theory of language.  

 From a theoretical generativist perspective, E&G’s analysis of the ARI as a syntactic mac-

rostructure ExclP, which was supposed to be the maximal projection of the exclamatory operator 

R, was argued to be highly undesirable: an introduction of a whole new, seemingly ad hoc super-

category (i.e. ExclP) into the generative apparatus, which is supposed to host two otherwise in-

dependent clauses (i.e. the ARI and its Satellite), seemed a somewhat arbitrary choice, and would 

arguably come at a rather high cost given the economy desiderata of linguistic minimalism (cf. 

1.1).  

 (ii) With the Satellite expression relegated to a textual level, the next question to ask con-

cerned the internal syntactic structure of the ARI. Whereas Lambrecht’s (1990) constructional 

schema was from the beginning only intended as a contrastive, intertheoretical reference point (as 

outlined in the introduction; cf. p. 1), Akmajian’s (1984) PS-rule (cf. (52)) was excluded from the 

discussion for being theoretically obsolete. The insufficiency that, in my view, both approaches 

share is that they are too construction-specific (though for different theoretical reasons), as op-
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posed to contemporary generative derivations of syntactic structures, which are characterised by 

their maximal generality. Although the other works taken into consideration in the present study 

(i.e. E&G 2002ff., Progovac 2006) were of the latter persuasion, it was questionable whether their 

reductionist approach was able to adequately capture the syntactic structure of the ARI. Progovac 

(2006) maintains that ARIs are structures reduced to a bare VP, akin to CRIs (cf. pp. 49, 73ff.). 

Although appealing for its parsimony, this conception is rather problematic given adverbial modi-

fiability of the ARI that is associated with clausal domains higher than the verbal one, for exam-

ple speaker-related phenomena in the C-domain, as well as the permissibility of left-peripheral 

phenomena in Group I languages (cf. p. 52). Less reductionist than Progovac, E&G (2002ff.) es-

sentially adopt the minimal assumption that ARIs form TPs (as indicated by adverb licensing; cf. 

2.4), and argue that in Group I languages the ARI extends one category further (i.e. FP, subse-

quently reanalysed as FinP) into the C-domain to make room for particular left-dislocated topics. 

Extending E&G’s analysis, I proposed to assume at least a category Fin in the low C-domain, 

which syntactically encodes the semanticopragmatic concept of finiteness, for every language (cf. p. 

79f.).  

 (iii) Following Bianchi (2003), finiteness was identified as the anchoring of TP-internal 

grammatical features (PERSON, Tns) to the dimensions of a logophoric centre (i.e. approximately 

a deictic centre) that is universally encoded in Fin, comprising PARTICIPANTS, SPACE, and TIME 

(cf. 3.4). The logophoric centre that is encoded in the Fin of the ARI is an internal one, which 

derives its dimensions not from an external speech event, but indirectly via another contextually 

given logophoric centre (i.e. in Lambrecht’s 1990 context expression). This internal logophoric 

centre lacks a specification for the dimension of TIME, which is why anchoring cannot be effectu-

ated. Accordingly, the ARI was analysed as carrying a negative [-FIN] specification in Fin, which 

eventually produces morphosyntactic, language-specific non-finiteness (as to English, lack of 

SVA, lack of NOM, lack of Tns). Consequently, the question arose as to the relationship between 

the non-finiteness encoded by Fin and the interface to the speaker/discourse external to a root 

clause, which is syntactically encoded by sentential Force. 

 (iv) A reinterpretation of sentential Force as the syntactic representation of a speaker’s 

model of evaluation of a proposition MX(SPEAKER) (following Quer 2001) ultimately made it pos-

sible to reanalyse the ARI as an independent sentence type, which I dubbed incredulitive (cf. 3.5). 

It turned out that the model underlying incredulitives is an irrealis one (rather an irrealis subtype, 

possibly a dubitative one, expressing doubt), which licenses an operator that semanticopragmati-

cally performs the operation DOUBT on the propositional TP, and syntactically licenses a non-

finite Fin. Restrictions specific to any sentence type, e.g. with regard to topicalisation and 

speaker-related adverbs, could thus be explained by appealing to the nature of the evaluation 

model that is at the root of each sentence type, contra reductionist accounts of such constraints, 

 101
 

 



     

which presuppose ‘defective’ clausal structure (in the case of incredulitives, i.e. either a defective 

C-domain (E&G 2002ff., Akmajian 1984), or even a defective Infl-domain (Progovac 2006)). Ac-

cordingly, as a brief comparison of a number of sentence types demonstrated (cf. p. 98f.), restric-

tions on the C-domain are by no means exceptional, which comes as no surprise given that topics 

and foci are not (only) autonomous informational units, but are syntactic objects representing as-

pects of a speaker’s intentional state (a mental state). Thus, with a shift in the model of evalua-

tion, it might also be the case that the capacity for licensing certain information-structural phe-

nomena in the C-domain changes.  

 

 I take the facts laid out in (i) to (iv) to support an analysis of the incredulitive as an inde-

pendent sentence type – a grammaticalised speech act of incredulity that is instantiated as a clause 

type by type-specific means: MD(SPEAKER) licenses non-finiteness (i.e. Fin[-FIN]) by stripping 

away the dimension of time from the ILC in Fin when the evaluation of the proposition is trans-

posed into an irrealis world model WI(SPEAKER). It also introduces the operator R, which assigns 

a contrastive focus to the subject, and thus induces widening, i.e. the contrastive interpretation of 

an unlikely situation denoted by the propositional content vis-à-vis a presupposed set of more 

likely situations. I dissociated the final-raising intonation, which is conventionally associated with 

a ‘question’ reading, from the widening-focus, instead assuming a third operator which is respon-

sible for the assignment of intonational contours. This last point brings me to some loose ends 

that have remained untied after the present study, as well as to a theoretical outlook on what spe-

cific findings of the present study might entail for possible future research. 

 

 First and foremost, I think that the analysis of the ARI as an incredulitive sentence type 

points towards a compositional theory of sentential Force: It appears more than unlikely that it is 

only one primitive sentential Force operator that directly introduces illocutionary force into syn-

tactic structure and, moreover, effectuates a corresponding formal clause type. Rather, provided a 

translation of pragmatic illocutionary force into a modal model of evaluation (broadly catego-

risable along the lines of realis vs. irrealis), various grammatical properties (cf. Tab. 2) can be de-

tected to interactively contribute to the construction of a specific sentential Force. For instance, 

an operator that assigns an exclamatory widening-focus interacting with an operator that assigns a 

questioning intonational contour would produce a doubt/incredulity reading. A combination of 

these two operators with one that licenses a non-finite Fin would yield the incredulitive. How-

ever, irrespective of whether sentential Force is conceived of as compositional or not, it cannot 

account for the relative infrequency, both with respect to sentence typology and instantiation in 

speech, of non-finite root structures (possibly, the explanation might lie in the tension between 

economy of representation and semantic explicitness, as briefly outlined in fn. 142). 
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 From a cross-linguistic perspective, it would be worth examining how the languages of the 

world, the speakers of which arguably share the same models of evaluation/logophoric centre, 

vary in the realisation of morphosyntactic finiteness. While in English the non-finiteness is tied to 

the missing TIME dimension of the logophoric centre introduced into the syntax by 

MD(SPEAKER), other languages strip off either TENSE/Tns, or PARTICPANTS/PERSON. In this re-

spect, it would also be necessary to determine the potential difference in semanticopragmatic 

meaning between non-finite and finite structures in general, and between incredulitives and other 

finite structures that express incredulity (e.g. echo questions (He reads books?!) or exclamatory per-

formatives (I doubt that he reads books!)) in particular.  

 Finally, what the present study has shown (in particular chapter 3) is that it is not necessar-

ily a desirable decision to aprioristically exclude pragmatic concepts from syntactic analysis. It 

really seems to be the case that the C-domain is heavily restricted by, broadly put, pragmatic prin-

ciples. The question to ask would then be how exactly pragmatics enters syntax: Is it syntax that 

provides configurations governed by purely syntactic principles, which constrain pragmatic inter-

pretation? Or is it pragmatic conditions imposed on the output of a derivation that govern the 

syntactic configurations that are realised in the C-domain? Alternatively it might it be that a richly 

structured C-domain is only a spectre, and that it is purely pragmatic principles within a prag-

matic component that shape the discourse form of utterances. To get a hold of these basic con-

ceptual issues, I think one would have to determine whether there exist unambiguously pragmatic 

phenomena that clearly obey purely syntactic principles like the X’-schema [Spec [X’ [Compl]]]. 

In any case, it is imperative for minimalist syntax to further investigate the syntax-

pragmatics/discourse interface, so as to adequately cover a maximally wide range of syntacti-

copragmatic phenomena. 

 Finally, fairness demands to point out that Lambrecht’s (1990) constructionist approach is 

of course not per se refuted by a generalised minimalist-syntactic analysis of the ARI. However, 

what the analysis of the ARI in the present study hopes to have shown is that the ARI not only 

complies with a language-specific (core) grammar, but also with a universal one (by hypothesis, 

since only some Indo-European languages were examined), putative cross-linguistic differences 

like the ‘optional’ coordinator und ‘and’ specific to the German ARI being reducible to general 

principles (it might be the overt realisation of an abstract predicator, and no conjunction after all; 

cf. (66)). 
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